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Local Flowers and Missing Planets 

T
HE BEST STORIES �are those that draw you in with 
intrigue, visuals and characters, leaving you with a new 
perspective on the world and your place in it. My take 
on flowers is forever changed after reading science 
journalist Maryn McKenna’s deep dive (�page 28�) into 

the chemically laden, international floral industry, where loose 
to nil regulations on insecticides and fungicides allow farms to 
create the perfect blossom. These chemicals are used at such 
high levels on flower farms in countries such as Ecuador and 
Ethiopia that they lead to cognitive and physical ailments for 
workers, neighbors living nearby, and even people handling the 
blooms thousands of miles away. The good news: Farms across 
the globe are bringing pesticide-free flowers with local character 
into fashion. For me: I’m letting go of my love for perfectly round 
and bright peonies. 

Cute little White-throated Sparrows hold a treasure trove of 
mind-shifting qualities. Contrary to conventional wisdom, the 
flashier figure in a mating pair is sometimes male and sometimes 
female. Referred to as “the bird with four sexes,” the sparrows 
come in four varieties based on their sex organs and color morph 
(white-striped or tan-striped). Regardless of biological sex, the 
white-striped morph aggressively defends territory, and the 
drab tan-striped morph is the nurturing parent. On page 48, 
neuroscientist Donna L. Maney reveals the fascinating genetics 
underlying these morphs, ultimately challenging the idea that 
life fits into binary boxes of male and female. I hope your binoc-
ular view of backyard birds is a little more spectacular after read-
ing Maney’s article. 

Astronomers looking at the heavens through behe-
moth telescopes have found something missing from 
the parade of planets discovered since 1995 outside of 
our solar system: a dearth of worlds a tad larger than 

Earth but quite a bit smaller than Neptune. Astrophysicist Dako-
tah Tyler (�page 40�) says that some atmosphere-stripping force 
could be preventing intermediate-size planets from forming or 
keeping their middleweight girth. The answers not only will 
resolve an astronomical puzzle but also could enlighten our view 
of Earth’s (and our own) place in the universe. 

Our cover story tells in wondrous detail how, after more than 
a century of searching, scholars have discovered the neurological 
and psychological sources of insight. On page 20, psychologist 
John Kounios and writer Yvette Kounios describe why insightful 
thinking is beneficial and feels good. If you are struggling to solve 
a puzzle or dilemma, anxiety, lack of sleep and the modern drive 
for productivity can be your enemies: Find somewhere you can 
relax and allow your brain to loosen its grip on old ways of think-
ing. You may be surprised at what you can imagine.

Journalist Rachel Parsons (�page 66�) delivers a compelling case 
from farmers and researchers who are part of the salty food move-
ment. It’s not an endorsement of potato chips. These foods are 
made from halophytes, which are adept at growing in highly saline 
soils resulting partly from drought and sea-level rise. The salty con-
ditions have eliminated millions of acres of crops from production. 
Will such salt-tolerant plants be the answer? The primary barrier 
seems to be humans’ narrow view of what counts as delicious food.

I’ll leave you with a question you might need a minute to 
wrap your head around: Should humanity redefine time or, 
more specifically, the second? That’s what physicists are grap-
pling with in science writer Jay Bennett’s feature on page 56.  
As atomic clocks advance, scientists can measure a second  

tens of  thousands of  times more accurately than 
with the standard method using cesium atoms. The 
implications of  the decision could have timely and 
interesting repercussions. 
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JEN CHRISTIANSEN �INFOGRAPHICS
After graduating from college with degrees in geology and studio art, Jen Christiansen had a simple goal: “to not choose one at the expense 
of the other for as long as possible.” To this day, she still hasn’t. Christiansen has been working for Scientific American for 19 years and cur­
rently oversees many of the data visualizations and explanatory graphics in each issue. Usually that means assigning projects to other re­
searchers and artists. But this month she had the opportunity to craft many of the graphics herself, including visualizations of atomic clocks, 
salt-tolerant plants, creative intuition and our knowledge of knots. “It was a treat to be able to see [these projects] to the end,” she says. 

Turning complex science into digestible graphics can be like a puzzle—and Christiansen finds the hardest ones the most rewarding. 
Those usually involve the fields of physics or chemistry, where “there’s very rarely anything for you to �look �at,” she says. But she’s also 
learned that even tangible, physical objects can stretch our intuitive abilities. In this issue’s Graphic Science column (�page 90�), written 
by space and physics senior editor Clara Moskowitz, Christiansen demonstrates how bad we are at judging the strength of knots. 
They’re “kind of like optical illusions,” she says, ones that defy our physical reasoning abilities—and remind her to “slow down and  
question” how people might interpret her illustrations differently than she does. 

DAKOTAH TYLER �THE MISSING PLANETS

PAGE 40 As a Division I football player in college, Dakotah Tyler 
lived a life structured by his sport. Then he got injured. 

“Not having that passion and that purpose created sort of a void,” 
he says. But in its absence, a new fascination emerged. While 
watching astronomy documentaries, Tyler became enchanted by 
the idea of worlds outside our solar system. “I remember thinking 
that there was probably a planet made just totally out of glass and 
maybe one that was completely diamonds,” he says. Now finish­
ing his Ph.D. in astrophysics at the University of California, Los 
Angeles, Tyler studies the mysterious rules that govern planetary 
formation, which he wrote about for this issue. 

Exoplanet research is full of surprises. Take a class of planets 
called hot Jupiters, for example. At one time “we didn’t even think 
that those were possible,” he says, yet “they’re everywhere.”  
The mysteries still to be resolved by exoplanet research continue 
to capture his imagination. Even if the universe wouldn’t create 
a planet of glass, could it create one with frozen ice clouds blan­
keting an unreachable surface, like a fictional planet in his favor­
ite movie, �Interstellar�? It’s not as far-fetched as it once seemed, 
Tyler says. Reality is often “much more complicated and much 
more interesting” than we think. 

MARYN MCKENNA �THE IMPERFECT BLOOM

PAGE 28 When journalist Maryn McKenna began living part-time in Maine, 
she became intrigued by the local flower growers at farmers  

markets. “I wanted to know how they make it work when there’s this domi­
nant, incredibly lucrative and incredibly inexpensive product that sort of 
saturates the world,” she says. In her feature story for this issue, she inves­
tigated the harms linked to the perfect blossoms you might find at the gro­
cery store, and she followed the movement of small farmers who are instead 
growing sustainable flowers with local character. 

McKenna began covering public health in the 1990s, when she investi­
gated cancer clusters surrounding a former nuclear weapons plant in Ohio. 
She’s learned an important lesson in her reporting: “Most of the time there 
are not villains in the world,” she says. “Most of the time people are doing 
things for what seem like good reasons at the time,” but their actions have 
unintended consequences, she adds. Take, for instance, the overuse of life­
saving antibiotics—the subject of two of her books—which has created 
legions of resistant “superbugs.” 

The use of these drugs in flower agriculture has mostly flown under the 
regulatory radar. “We forget that flowers are a crop,” she says—and not a friv­
olous one. From funerals to weddings to holiday celebrations, flowers are 
often the centerpieces of our most important cultural traditions. “The beauty 
embodied in flowers is actually very important to our lives.” 

JESSE BURKE �THE IMPERFECT BLOOM

PAGE 28 For Jesse Burke (below), photographing  
a flower farm was a dream assignment. 

“When you send me to a farm,” he says, “you’re sending 
me to my favorite place ever to talk to my favorite peo­
ple ever.” Burke felt a “kinship” with the Maine-based 
flower farmers he photographed for this issue’s story on 
sustainable floriculture, written by journalist and �Scien-
tific American �contributing editor Maryn McKenna. He 
and his family have dubbed their home in Rhode Island 
“Sweet Bean Farm”; they raise chickens, potbellied pigs 
and pet Flemish giant rabbits (“imagine a Boston Terrier 
[in size], but it’s a bunny with giant ears”). 

Burke’s photography often fuses the worlds of sci­
ence and art. For this shoot, he brought a macro lens 
to get detailed photos of the blossoms’ structures. 
Close up, the flowers’ centers almost look like fire­
works, he says. He specializes in something he calls 
environmental portraiture, or capturing people in 
nature, and is known for his photo series �Wild & Pre-
cious, �which documents trips to beaches, mountains, 
forests and canyons with his young daughter. This kind 
of photography is “sort of raw and wild,” he says. “It 
was a great tool for creating this relationship between 
my kids and nature and between me and my kids.” 
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VACCINES AND IMMUNITY
“No More Needles,” by Stephani Suther-
land, describes new nasal spray vaccines. 
It was very helpful to learn about mucosal 
immunity, an aspect of the immune system 
about which there has been very little press. 
But the article did not discuss the effect of 
nasal vaccines on immunocompromised 
or immunosuppressed individuals.

My wife is a heart-transplant recipient 
and is on a lifelong regimen of immuno-
suppressants. Recently we received an 
alert from her transplant team that 
transplant patients should not take 
FluMist, a spray vaccine against influenza 
that received U.S. Food and Drug Admin-
istration approval last September. It also 
said such patients shouldn’t be in the same 
room as another person receiving an 
inhaled dose of FluMist or have any 
contact with a person who has taken the 
vaccine for seven days. Why is this?
ANDREW WRIGHT �BASKING RIDGE, N.J.

THE EDITORS REPLY: �FluMist is made 
with a weakened (attenuated) flu virus to 
stimulate immunity. A normally function-
ing immune system can keep that virus  
in check. A suppressed immune system, 
however, may not be able to stop the weak-
ened virus from creating a real infection. 
People who have received an organ trans-
plant usually have a suppressed immune 
system, so live, attenuated vaccines are  
not recommended for such individuals.

SECOND OPINION
“Should We Abandon the Leap Second?,” 
by Mark Fischetti and Matthew Twombly, 
questions whether the leap seconds we add 
or subtract to time kept by our atomic 
clocks are worth the effort. 

We should maintain the leap second.  
It is the basic link between UT1 (essen-
tially mean solar time) and atomic clock 
time, also called international atomic 
time (TAI). Their combination, coordi-
nated universal time (UTC), gives the 
advantages of both: accurately ticking 
seconds, as defined by the International 
System of Units, but still respecting the 
day-night cycle that is foundational to 
everyday human life.

Jumps in UTC turn out to be the only 
reasonable way to make this elegant and 

useful correspondence. Every alternative 
involves sacrifice: reduced accuracy, 
reduced human relevance or long-term 
failure. Moreover, removing the leap 
second would actually make computer-
ized timekeeping much harder, not 
easier, so there is simply no reason  
to do it. 

UTC is the sole time standard that is 
ideal for the needs of both humans and 
machines, and leap seconds are crucial  
to implement it. We shouldn’t abandon 
the leap second out of a misguided quest 
for simplicity!
AGATHA MALLETT �VIA E-MAIL

BABY TALK
“The Evolution of Music,” by Allison 
Parshall, Duncan Geere and Miriam 
Quick [Graphic Science], notes three 
worldwide trends in song: they tend to be 
slower than speech and to have a higher 
and more stable pitch. It occurs to me that 
this pattern is the same one we see when 
adults “speak” to infants (at least in the 
Western world). If this is correct, is there 
a connection between song and the most 
basic infantile communication? And 
further, is this link the basis for the 
evolution of adult speech?
DENNIS MONASEBIAN �ARMONK, N.Y.

PARSHALL REPLIES: �Recent research does 
support the idea of infant-directed speech, or 
“baby talk,” sharing characteristics such as 
higher pitch and slower tempo across cultures. 
One could hypothesize that the same features 
that make baby talk attention-grabbing 
and appealing to infants also make adult 
song attention-grabbing and appealing to 
adults, although it’s also possible that they 
evolved separately for different reasons.

FINDING HELP FOR ADDICTION
As someone who has struggled with 
addiction, I was very interested in Maia 
Szalavitz’s article on “The Traumatic 
Roots of Addiction” [October]. But I was 
dismayed by her portrayal of 12-step 
programs, particularly Alcoholics 
Anonymous (AA). To classify them as 
“social support” groups is not correct. 
AA’s meetings may provide social support, 
but that is not the basis of the program. 

Further, Szalavitz comments on the 
rigidity of 12-step programs and people 
telling newcomers to “shut up and listen,” 
but this is not the case in AA. It is simply  
a suggested program of recovery. Some 
groups did decide to veer away from the 
established program and basically create 
their own. As noted in the article, AA has  
no opinion on outside matters, including 
therapy. Therapy in conjunction with AA 
has helped many people—and has made  
a difference in my life. One without the 
other would mean incomplete treatment. 
Whenever a given group tells me what  
I must do in a rigid way, I simply find 
another meeting. The program can work  
for anyone who wants it to.
“MIKE H.” �VIA E-MAIL

SZALAVITZ REPLIES: �It is not possible  
to write about 12-step programs without 
encountering pushback from members who 
claim misinterpretation. Research shows 
that participation in 12-step groups is most 
likely to be beneficial for people who attend 
them voluntarily and find them helpful. But 
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 “We shouldn’t abandon the leap second 
out of a misguided quest for simplicity!” 
� —AGATHA MALLETT VIA E-MAIL
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because both the social support aspect and the 
steps themselves can be harmful to some (as 
I discuss), they should not be mandated. Still, 
12-step participation is the foundation of most 
American addiction treatments. To help  
the majority of people with addiction who 
have suffered from childhood trauma get 
evidence-based care, this must change. 

MOTIVATED DELAY
I have some responses to Javier Granados 
Samayoa and Russell Fazio’s fine article on 
procrastination [“How to Beat Procrasti-
nation”; Mind Matters], but I just haven’t 
been able to find time to jot them down. 
Perhaps I’ll do so next month.
TIM JOHNSON �SARASOTA, FLA.

ULTRASOUND LESSONS FOR ADHD
I was intrigued by Lucy Tu’s Advances 
article on a study that enhanced mindful-
ness with ultrasound stimulation of the 
brain’s default mode network (DMN) 
[“Ultrasound Meditation”; October]. I 
recall a video by YouTube personality 
Jessica McCabe in which she talked to 
psychiatrist Edward Hallowell about how 
the DMN can act up and lead to rumination 
in people with attention deficit hyperactiv-
ity disorder (ADHD). They also discussed 
strategies for how to get the DMN to relax.  
I wonder if ultrasound stimulation would 
be a viable treatment for those of us whose 
brain wants to go full speed all the time or  
if lessons from studying ADHD could 
become useful in determining how 
ultrasound stimulation could be helpful.
“VIVIANA H.” �VIA E-MAIL

ERRATA
“Better Measures,” by Cassandra 
Willyard [Innovations in Solutions for 
Health Equity], should have described 
creatinine as a molecule, not a protein.

“Defogging Data,” by Jyoti Madhu-
soodanan [Innovations in Solutions for 
Health Equity], should have said that the 
Office of Management and Budget defined 
the single Asian or Pacific Islander 
category in 1977 and that a 1997 revision to 
the standard required that group to be split 
into two categories. In addition, the article 
should have given Joseph Keaweʻaimoku 
Kaholokula’s full name and described him 
as a health disparities researcher.

© 2025 Scientific American
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ECOLOGY

Corals  
Fight Back
Though stuck in place, 
corals have a few tricks to 
withstand warming waters

DEEP UNDERNEATH �the eastern tropical 
Pacific Ocean lies a dazzling landscape of 
undulating coral reefs colored by photo-
synthetic algae, from which corals get their 
energy. But in the early 1980s an aquatic 
heat wave caused by the El Niño climate 
phenomenon led to a record-breaking 
mass-bleaching event, turning more than 
90 percent of these corals a pale, lifeless 
white. The algae—which had thrived in-
side their coral hosts for millions of years—
could no longer bear to live within them.

Strong El Niño events warmed up the 
same Pacific waters in the late 1990s and 
again in 2015–2016, but scientists noticed 
that these heat waves didn’t affect the reefs 
as badly as the first. Diving after the latest 
event, University of Miami marine biolo-
gist Ana Palacio saw that some of the corals 
seemed to be resisting or recovering from 
the bleaching. Maybe, Palacio thought, 
they’ve found a way to adapt. 

Many adult corals are tethered to the  
reefs they build. Swimming to cooler waters 
is not an option, making them particularly 
vulnerable to the changing climate. But cor-
als are also resilient, and scientists are  
discovering how they adapt. Some corals 
switch out their algal tenants for more 
heat-resistant species. Others can use  
rows of tiny hairs on their bodies to “fan” 
away excess harmful oxygen released by 
stressed-out algae. And certain baby corals 
modify their own metabolisms to withstand 
the warming waters. Scientists hope to use 
such natural adaptations in the race to pre-
serve these crucial ecosystem anchors.

When Palacio and her team examined 

coral reefs after the 2015–2016 heat wave, 
they found that particular corals called  
Pocillopora—the main reef-building coral 
species in the eastern tropical Pacific—
seemed to have expelled the algae that 
usually reside within them and taken in 
other species that were more tolerant to 
the heat.

“They start changing their [algae] 
community as the water becomes warmer 
and warmer, and they associate more and 
more with this thermotolerant algal sym-
biont called Durusdinium glynnii,” Palacio 
explains. This species’ name comes from 
the Latin word durus, meaning “rough” or 
“tough.” Most symbiotic algae produce 

© 2025 Scientific American
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toxic levels of  oxygen under heat stress, 
forcing the corals to evict them. But Durus-
dinium keeps its levels tolerable. 

Yet the corals don’t always rely on their 
algal guests to avoid excessive oxygen, re-
searchers have found; sometimes they can 
take matters into their own “hands.” Rows 
of  cilia—tiny, hairlike projections—can 

act like corals’ own personal ventilation 
system by fanning excess oxygen toward 
spots that lack it. 

In 2022 marine biologists Cesar O. Pach-
erres and Soeren Ahmerkamp, then at the 
University of Bremen in Germany, showed 
that these fast-beating cilia create micro-
scopic whirlpools in the water, swirling the 

oxygen around and preventing it from 
harmfully accumulating in any one spot. 
All corals have this ventilation system, but 
how much they use it can vary between spe-
cies. The scientists now plan to test if  and 
how some vulnerable corals—such as those 
in the Great Barrier Reef—beat their cilia 

Many corals have creative ways to 
fight the dangers of warming seas.

�Continued on page 10

© 2025 Scientific American
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faster in response to higher temperatures.
And corals aren’t always stuck in place; 

their larvae float freely through the ocean 
before settling, which offers crucial oppor-
tunities for a species to shift to more hos-
pitable waters or spread its heat-tolerant 
genes. That’s why Ariana Huffmyer, a ma-
rine biologist at the University of Wash-
ington, is particularly interested in how 
baby corals adapt to higher temperatures. 
She and researchers at the Hawai’i Insti-
tute of  Marine Biology recently showed 
that coral larvae, if  exposed to warm 
water for as little as three days in the lab-

oratory, alter their own metabolism to  
cope with heat stress and avoid bleaching. 

Corals typically provide a small amount 
of nitrogen to their resident algae, and in 
return they get carbon, which they use as 
an energy source. “To maintain [the al-
gae’s] own survival and give the nutrients 
required to the host, there’s a really intri-
cate, delicate and very complex nutritional 
relationship between the two,” Huffmyer 
says. Under stress, corals produce too 
much nitrogen. This excess causes the al-
gae to go into hyperdrive and divide a lot 
more—hoarding the carbon and keeping it 
from their hosts. Huffmyer discovered that 

baby corals exposed to short periods of 
heat stress learn to keep the excess nitro-
gen to themselves and don’t overshare with 
the algae, maintaining a stable symbiosis.

Pacherres cautions that such adapta-
tions can protect an organism only to some 
extent. “They have the tools to withstand 
certain things, but past that limit there’s 
not enough they can do. For example, if it’s 
hot, we [humans] can sweat to alleviate the 
heat. But if it gets too hot, we die,” he says. 
“At one point sweating is not enough.” 

But whatever heat-beating tools corals 
do have can help scientists develop protec-
tion strategies. Baby corals that can with-

�Continued from page 9

Speed Limit 
Brains produce 
thoughts 
surprisingly slowly 

People often feel that 
their inner thoughts and 

feelings are much richer than what they are 
capable of expressing in real time. Entrepre-
neur Elon Musk is so bothered by what he 
calls this “bandwidth problem,” in fact, that 
one of his long-term goals is to create an in-
terface that lets the human brain communi-
cate directly with a computer, unencumbered 
by the slow speed of speaking or writing.

If Musk succeeded, he would probably 
be disappointed. According to recent re-
search published in �Neuron, �human beings 
remember, make decisions and imagine 
things at a fixed, excruciatingly slow speed 
of about 10 bits per second. In contrast, hu-
man sensory systems gather data at about 
one billion bits per second. 

This biological paradox, highlighted in 
the new study, probably contributes to the 
false feeling that our mind can engage in 
seemingly infinite thoughts simultaneous-
ly—a phenomenon the researchers deem 
“the Musk illusion.” Study co-author 
Markus Meister, a neuroscientist at the Cal-
ifornia Institute of Technology, says that 
“the human brain is much less impressive 
than we might think. It’s incredibly slow 
when it comes to making decisions, and it’s 

ridiculously slower than any of the devices 
we interact with.”

Meister and his co-author Jieyu Zheng, a 
doctoral candidate in neurobiology at 
Caltech, also highlight in their paper that our 
brain can do only one thing—slowly—at a 
time. Even if Musk managed to hook his 
brain up to a computer, Meister says, he still 
wouldn’t be able to communicate with it any 
faster than he could if he used a telephone.

The new research builds on decades of 
psychology studies showing that humans 
selectively perceive just a small portion of 
information from the sensory experience. 
“We can only pay attention to so much, and 
that’s what becomes our conscious experi-
ence and enters memory,” Meister says. 
What has been missing from past research, 
he continues, is “any sense of numbers.” He 
and Zheng have endeavored to fill that 
quantitative gap.

Meister and Zheng collated data from re-
search across different fields, including 
psychology, neuroscience, technology and 
human performance. They used this infor-
mation—from the processing speed of sin-
gle neurons to the cognitive prowess of 
memory champions—to run many of their 
own calculations so they could make com-
parisons between studies.

From research spanning nearly a centu-
ry, they found that human cognition has re-
peatedly been measured as functioning at 
between about five and 20 bits per second, 
with a ballpark average of around 10 bits per 
second. “This was a very surprising num-
ber,” Zheng says. Based on this finding, she 
adds, she and Meister also calculated that 
the total amount of information a person 
can learn across their lifetime could com-
fortably fit on a small thumb drive.

Human sensory systems such as sight, 

NEUROSCIENCE

Illustrations by Thomas Fuchs 
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smell and sound, in contrast, operate  
much faster, the authors found—at about 
100,000,000 times the rate of cognition. 
“When you put these numbers together, you 
realize there’s this huge gap,” Meister says. 
“From that paradox comes interesting new 
opportunities for science to organize re-
search differently.”

The rich information relayed by our sens-
es also contributes to a false notion that we 
register the massive amount of detail and 
contrast all around us. But that’s “demon-
strably not true,” Meister says. When people 
are asked to describe what they see outside 
the center of their gaze, they “barely make 
out anything,” he adds. Because our eyes 
have the capability to focus on any detail, he 
continues, “our mind gives us the illusion 
that these things are present simultaneous-
ly all the time,” even though in actuality we 
must focus on specific visual features to 
register them. A similar phenomenon occurs 
with mental ability. “In principle, we could be 
having lots of different thoughts and direct 
our cognition in lots of different ways,” 
Meister says. “But in practice, we can have 
only one thought at a time.”

Another problem that contributes to an 
overinflated sense of our own mind, he 
adds, is that we have no marker of compar-
ison: “There’s no way to step outside our-
selves to recognize that this is really not 
much to brag about.”

The findings raise questions in many do-
mains, from evolution and technology to 
cross-species comparisons, the authors 
write. One of the questions Meister and 
Zheng are most curious about, though, is 
why the prefrontal cortex—thought to be 
the seat of personality and behavioral con-
trol—houses billions of neurons yet has a 
fixed decision-making capability that pro-

cesses information at just 10 bits per sec-
ond. The researchers suspect the answer 
might have something to do with the brain’s 
need to frequently switch tasks and inte-
grate information across different circuits. 
But more complex behavioral studies will be 
needed to test that hypothesis.

Another important unanswered question, 
Meister says, is why the human brain can do 
only one thing at a time. “If we could have 
1,000 thoughts in parallel, each at 10 bits per 
second, the discrepancy wouldn’t be as big 
as it is,” he says. Why humans are incapable 
of such mental multitasking is “a deep mys-
tery that almost nothing is known about.”

Anthony Zador, a neuroscientist at Cold 
Spring Harbor Laboratory in New York 
State, who was not involved in the new pa-
per but is mentioned in its acknowledg-
ments, says the “wonderful and thought-
provoking” study presents what seems to 
be a newly recognized fundamental truth 
about the brain’s upper limit of “roughly the 
pace of casual typing or conversation.”

“Nature, it seems, has built a speed limit 
into our conscious thoughts, and no 
amount of neural engineering may be able 
to bypass it,” Zador says. “Why? We really 
don’t know, but it’s likely the result of our 
evolutionary history.”

Nicole Rust, a neuroscientist at the Uni-
versity of Pennsylvania, who also was not 
involved in the research, says the new study 
could reshape how neuroscientists ap-
proach some of their work.

“Why can our peripheral nervous system 
process thousands of items in parallel, but 
we can do only one thing at a time?” she says. 
“Any theory of the brain that seeks to ac-
count for all the fascinating things we can do, 
like planning and problem-solving, will have 
to account for this paradox.”      —�Rachel Nuwer

stand stress are especially important for 
conservation efforts because they can travel 
between reefs and potentially share heat-
tolerant genes in new locales. “The larvae 
from those reefs are already preadapted to 
some degree to rising temperatures, so we 
need to protect them because they’re in 
some ways the source of the future,” says 
Madhavi Colton, a conservation scientist 
who researched science-based tactics to save 
corals at the nonprofit Coral Reef Alliance.

Natural coral adaptations can also aid di-
rect interventions like stress-hardening cor-
als in nurseries before planting them back 
into ocean reefs. “You need to grow corals 

that are more likely to survive than the corals 
that died before,” Palacio says. If research-
ers can persuade corals to adopt heat-resis-
tant algae or if they activate genes that can 
deal with heat stress, it raises the corals’ 
chance of surviving future ocean heat waves. 

“When you dive and see a beautiful 
healthy reef with these colorful corals . . . 
I  still feel this euphoria of being in this 
whole alien underwater world,” huffmyer 
says. “It’s hard to go back after a bleaching 
event and see it dead. But that does give you 
the motivation to want to use whatever 
your skill set is, whatever your passion is, 
to try to help.”     —Rohini Subrahmanyam

© 2025 Scientific American
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Predatory 
Pollinators
Wolves have a sweet tooth 
for local nectar

AN ETHIOPIAN WOLF’S DIET �is pretty ba-
sic: its proverbial meat and potatoes con-
sists of a large rodent called a giant mole 
rat (which �is �meat but looks more like a 
fuzzy potato). But it seems that the endan-
gered canid also has a sweet tooth. It regu-
larly laps up sugary nectar from a tall, 
fiery-hued flower that adorns the animal’s 
high-elevation ecosystem. In the process 
the wolf may be serving as a pollinator, a 
role usually occupied by insects, birds and 
flying mammals—not large carnivores.

That hypothesis comes from a team at 
the Ethiopian Wolf  Conservation Pro-

gram, which published its observations in 
the journal �Ecology. �For years the group’s 
monitors have noticed the occasional wolf 
drinking nectar from a local flower called 
the Ethiopian red hot poker (�Kniphofia fo-
liosa�), which blooms from June to Novem-
ber and looks something like a large, furry 
matchstick set aflame. (Its nectar is also 
popular with children and baboons, says 
study co-author Sandra Lai, an ecologist at 
the University of  Oxford and the Ethio-
pian Wolf Conservation Program.) 

Despite the reports of nectar drinking, 
Lai and her colleagues were surprised by 
what they learned through systematic ob-
servation. Wolves “spend a lot of time ac-
tually foraging on the flowers,” Lai says. 
“They can stay, like, an hour and a half, 
going from flower to flower. We’ve seen 
one individual going consecutively to 30 
flowers.” The scientists also observed the 
behavior among members of  different 
packs, suggesting that nectar feasting is a 
widespread habit, not a local quirk. 

The new report doesn’t surprise Ana
gaw Atickem, an ecologist at Addis Ababa 
University in Ethiopia. He was not in-
volved in the research but has studied how 
domestic dogs compete with Ethiopian 
wolves, and he says he has noticed that the 
dogs have a taste for this same nectar. 
Based on the new study’s finding, he won-
ders whether sharing the flowers may even 
spread diseases between the two species. 

Both Atickem and Lai say there’s a lot 
more to learn about the behavior and its 
importance. The wolves end up with a 
muzzle covered in pollen, raising the pos-
sibility that they could transport it between 
flowers and pollinate them in the process. 
If they did, the wolves would be among the 
first known large carnivores that facilitate 
plant reproduction in this way. Pollination 
is more commonly associated with flying 
creatures, Lai says; scientists are only be-
ginning to consider ground-bound mam-
mals such as mice, squirrels, monkeys, le-
murs and civets as potential pollinators. 

Biologists require intricate experi-
ments to determine whether an animal re-
ally is pollinating a specific species of 
flower, however; they need to confirm not 
only that the creature can transport pollen 
but also that the interaction results in fruit. 
“It is not impossible, although it is quite 
challenging,” Lai says, adding that a first 
step toward understanding the relation 
between wolf and flower might be to cata-
log all the animal species that appear to 
visit the red hot pokers. 

The wolves’ sweet treats also raise con-
servation questions, given the challenges 
that the region is facing. Both the wolves and 
the red hot pokers are native to Ethiopia’s 
afroalpine ecosystem, found only in moun-
tains some 3,000 meters above sea level. But 
as the nation’s human population grows, 
people and livestock are venturing to higher 
altitudes. Meanwhile climate change is rais-
ing temperatures in these highland areas.

Atickem now wonders whether the 
nectar provides a crucial nutrient. If so, it 
would underscore the need to keep the 
flower on the landscape as the habitat 
shrinks and warms. “Even small amounts 
of nectar may be helpful,” Atickem says. 
“The conservation of these flowers may be 
very relevant for the Ethiopian wolf.” �  
� —�Meghan Bartels

© 2025 Scientific American
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Coffee  
Gut 
Regular coffee consumption 
is linked to a beneficial  
gut bacterium 

THE THOUGHT OF A STEAMING CUP �of 
coffee helps to pull many people world-
wide out of bed in the morning. Scientists 
have consistently linked this ubiquitous 
drink to lowered risks for maladies such 
as heart disease, colon cancer and type 2 
diabetes. But its effects on the gut micro-
biome—the intestinal bacterial popula-
tion thought to help mediate between diet 
and health—are largely unknown. 

In the largest-ever study on the relation 
between coffee and the gut microbiome, 
published recently in �Nature Microbiology, 
�researchers looked at fecal DNA from more 
than 20,000 participants who tracked 
their daily coffee consumption. The scien-

tists found that regular coffee drinking was 
linked to the growth of a specific gut bacte-
rium called �Lawsonibacter asaccharolyti-
cus. �“For this, you really need these large 
dataset approaches that haven’t been pos-
sible until recently,” says Peter Belenky, a 
microbiologist at Brown University who 
was not affiliated with the study. 

�L. asaccharolyticus, �which was first de-
scribed in 2018, is a relatively understud-
ied bacterium known to produce butyrate, 
a marker of  adequate gut fermentation 
that indicates proper digestion and nutri-
ent absorption. “We don’t know too much 
about this bug,” Belenky says, “but we can 
place it as likely a fairly good bacterium.” 

Studies on diet and the microbiome 
typically link multiple bacterial species to 
a specific dietary factor or vice versa. In 
this one, the researchers discovered that 
coffee drinking correlated with an increase 
in several bacterial species, but the correla-
tion with �L. asaccharolyticus �growth was 
by far the strongest, even with decaffein-
ated coffee. And feeding coffee to �L. asac-
charolyticus �growing on petri dishes made 
the microbes grow faster. “It’s very unique 
that we found this very strong, very dis-
tinct one-to-one match,” says Harvard 
University epidemiologist Mingyang 
Song, a co-senior author on the study. 

To find out what this bug might be do-
ing in the gut, the team looked at the me-
tabolites from a few hundred study partic-
ipants’ blood. They found that an increase 
in quinic acid, part of a subgroup of poly-
phenols (antioxidants that can, in the 
right context, reduce inflammation), was 
strongly associated with �L. asaccharolyti-
cus �growth. So was hippurate, a compound 
whose levels indicate greater microbial di-
versity and therefore better gut health. 

Given these results, the scientists are 
now “trying to link these bacteria and the 
related metabolites to health outcomes,” 
Song says. “That can tell us whether the 
bacteria are really mediating the health 
benefits of coffee.” 

Analyzing these gigantic popula-
tion-based datasets is an effective strategy 
to parse out specific relations between 
things we ingest and the bugs in our gut. 
“Maybe this will open up a more extensive 
approach to food research,” Belenky says.  
� —�Maggie Chen

© 2025 Scientific American
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MICROBIOLOGY 

Coffee  
Gut 
Regular coffee consumption 
is linked to a beneficial  
gut bacterium 

THE THOUGHT OF A STEAMING CUP  of 
coffee helps to pull many people world-
wide out of bed in the morning. Scientists 
have consistently linked this ubiquitous 
drink to lowered risks for maladies such 
as heart disease, colon cancer and type 2 
diabetes. But its effects on the gut micro-
biome—the intestinal bacterial popula-
tion thought to help mediate between diet 
and health—are largely unknown. 

In the largest- ever study on the relation 
between coffee and the gut microbiome, 
published recently in  Nature Microbiology, 
 researchers looked at fecal DNA from more 
than 20,000 participants who tracked 
their daily coffee consumption. The scien-

tists found that regular coffee drinking was 
linked to the growth of a specific gut bacte-
rium called  Lawsonibacter asaccharolyti-
cus.  “For this, you really need these large 
dataset approaches that haven’t been pos-
sible until recently,” says Peter Belenky, a 
microbiologist at Brown University who 
was not affiliated with the study. 

 L. asaccharolyticus,  which was first de-
scribed in 2018, is a relatively understud-
ied bacterium known to produce butyrate, 
a marker of  adequate gut fermentation 
that indicates proper digestion and nutri-
ent absorption. “We don’t know too much 
about this bug,” Belenky says, “but we can 
place it as likely a fairly good bacterium.” 

Studies on diet and the microbiome 
typically link multiple bacterial species to 
a specific dietary factor or vice versa. In 
this one, the researchers discovered that 
coffee drinking correlated with an increase 
in several bacterial species, but the correla-
tion with  L. asaccharolyticus  growth was 
by far the strongest, even with decaffein-
ated coffee. And feeding coffee to  L. asac-
charolyticus  growing on petri dishes made 
the microbes grow faster. “It’s very unique 
that we found this very strong, very dis-
tinct one- to- one match,” says Harvard 
University epidemiologist Mingyang 
Song, a co-senior author on the study. 

To find out what this bug might be do-
ing in the gut, the team looked at the me-
tabolites from a few hundred study partic-
ipants’ blood. They found that an increase 
in quinic acid, part of a subgroup of poly-
phenols (antioxidants that can, in the 
right context, reduce inflammation), was 
strongly associated with  L. asaccharolyti-
cus  growth. So was hippurate, a compound 
whose levels indicate greater microbial di-
versity and therefore better gut health. 

Given these results, the scientists are 
now “trying to link these bacteria and the 
related metabolites to health outcomes,” 
Song says. “That can tell us whether the 
bacteria are really mediating the health 
benefits of coffee.” 

Analyzing these gigantic popula-
tion-based datasets is an effective strategy 
to parse out specific relations between 
things we ingest and the bugs in our gut. 
“Maybe this will open up a more extensive 
approach to food research,” Belenky says.  
 — Maggie Chen
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ENVIRONMENT 

Penguin 
Cartography 
Molted feathers can help 
map Antarctica’s growing 
mercury threat 

WHEN PHILIP SONTAG FIRST VISITED 
�Antarctica as a Ph.D. student, he brought 
back an unusual souvenir: a huge bag of 
penguin feathers. And now, after a decade-
long analysis, Sontag and his colleagues 
have figured out how to use such feathers 
to create a living map of the mercury con-
tamination that increasingly threatens 
Southern Hemisphere wildlife. 

Mercury is a common by-product of 

gold mining, a growing industry in several 
southern countries. The toxic metal accu-
mulates as it moves up the food chain by 
binding with amino acids in animals and 
then infiltrating their central nervous sys-
tems, where it can inhibit neural growth. 
Tracking mercury exposure is crucial for 
monitoring an ecosystem—but merely 
sampling rocks, ice or soil for its presence 
tells little about how much is actually en-
tering the food web. 

Many predators, including penguins, 
have evolved ways to dispose of mercury. 
The chemical builds up in feathers that the 
birds regularly molt in large quantities. 
Sontag, now a polar researcher based at 
Rutgers University, and his colleagues 
hoped to use molted feathers to determine 
where penguins picked up the toxic sub-
stance. The scientists were surprised to 
find a very clear correlation between the 

feathers’ levels of mercury and of a carbon 
isotope called carbon-13; the latter varies 
based on geographic location and thus acts 
as an indicator of “where the penguins are 
feeding or where their breeding grounds 
are,” Sontag says. These findings, pub-
lished in �Science of the Total Environment, 
�confirmed this connection in seven pen-
guin species scattered across the Southern 
Ocean—a pattern suggesting they’re ex-
posed to more mercury farther north, 
where the comparatively warmer environ-
ment leads to higher carbon-13 levels. 

These findings suggest that penguins 
could function as mercury bioindicators: 
living trackers of  environmental pollut-
ants, says the study’s senior author John 
Reinfelder, a marine biologist at Rutgers. 
Rather than measuring the chemical itself 
in a snapshot of  time and place, he says, 
measuring penguin feathers’ mercury lev-
els tracks the substance’s movement 
through the oceanic food web. For in-
stance, penguin species known to reside 
near one another had varying mercury and 
carbon-13 levels because of their different 
migration and feeding patterns. These 
data could be modeled into a maplike da-
tabase to help guide future projects on con-
servation and polar science research. 

Scientists consider penguins promising 
candidates for such bioindicators, says ma-
rine scientist Míriam Gimeno Castells, a 
Ph.D. student at the Institute of Marine Sci-
ence from the Spanish National Research 
Council, who was not involved in the study. 
The animals are midway through the food 
chain. They breed in colonies, so researchers 
can easily scoop up feathers from many dif-
ferent individuals. Additionally, every 
breeding season they undergo dramatic 
molts; the feathers they lose “will contain the 
mercury that has accumulated during the 
nonbreeding season,” Gimeno Castells says. 

Sontag’s next steps are to collect newer 
feathers to experiment with, across differ-
ent species, and to measure mercury in 
penguins’ blood and prey to compare with 
levels of the substance in their feathers. 

And how are the penguins themselves 
doing with their current mercury levels? 
“We don’t believe penguins have been ex-
posed to toxic levels as of yet,” Reinfelder 
says. “Yes, the penguins will be okay.” �  
� —�Gayoung Lee 

Gentoo penguins have  
a wide geographic range, 
making them good targets  
for follow-up research.

© 2025 Scientific American
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PLANETARY SCIENCE

Lunar 
Facelift
An ancient moon melt event 
may explain a timing mystery

THE MOON IS EARTH’S �closest neighbor 
in space and the only extraterrestrial body 
humans have visited. Yet scientists are still 
unsure exactly when a Mars-size meteor-
ite slammed into early Earth, causing our 
natural satellite to form from the debris. 
Lunar rock samples put the event at 4.35 
billion years ago, but planet formation 
models and fragments of zircon from the 
moon’s surface suggest it happened at least 
4.51 billion years ago.

A new study published in �Nature �offers 
a way to explain that 150-million-year gap. 
Computer modeling and analysis of previ-
ous research suggest the 4.35-billion-year-
old rock samples may date not back to the 
moon’s formation but instead to a later 
event in which the moon temporarily 
heated up, causing its surface to melt and 
then crystallize.

The moon’s elliptical orbit is slowly get-
ting more distant from Earth. As the moon 
moves it is squeezed and stretched by 
Earth’s gravity, resulting in what is known 
as tidal heating events—one of which most 
likely happened 4.35 billion years ago. 
This early moon would have looked like 
Jupiter’s moon Io, says the study’s lead au-

thor Francis Nimmo, a planetary scientist 
at the University of California, Santa Cruz. 
“It would have had volcanoes all over its 
surface,” he says. This event would have 
also erased lunar impact basins caused by 
meteorite strikes, which researchers use to 
estimate age.

The difference of  150  million years 
matters a lot to scientists, Nimmo says, es-
pecially for learning more about the early 
Earth. “The moon is moving away from 
Earth, and the rate at which that happens 
depends on what Earth was like,” he says. 
“Was it solid? Was it liquid? Did it have an 
ocean? Did it have an atmosphere?” For 
instance, very early Earth probably didn’t 
have an ocean—or it would have pushed 
the moon away too fast. The moon’s for-
mation time is crucial to these calcula-
tions, and more complex models of tidal 
heating and the mineralogy involved could 
help refine our understanding.

“No previous study has synthesized all 
the available evidence comprehensively,” 
says Yoshinori Miyazaki, a geophysicist at 
the California Institute of  Technology, 
who wasn’t involved with the study. 
“This paper provides a better view in re-
solving the discrepancies between differ-
ent age estimates.”

Current hypotheses for when Earth 
and the moon formed, which put the date 
at anywhere from 30 million to 150 million 
years after the sun’s birth, suggest vastly 
different scenarios for planet formation. 
“Resolving these uncertainties is essential 
for constructing a consistent picture of 
solar system history,” Miyazaki says. �  
�� —Payal Dhar

© 2025 Scientific American
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PLANETARY SCIENCE

Lunar 
Facelift
An ancient moon melt event 
may explain a timing mystery

THE MOON IS EARTH’S  closest neighbor 
in space and the only extraterrestrial body 
humans have visited. Yet scientists are still 
unsure exactly when a Mars-size meteor-
ite slammed into early Earth, causing our 
natural satellite to form from the debris. 
Lunar rock samples put the event at 4.35 
billion years ago, but planet formation 
models and fragments of  zircon from the 
moon’s surface suggest it happened at least 
4.51 billion years ago.

A new study published in  Nature  offers 
a way to explain that 150-  mil lion- year gap. 
Computer modeling and analysis of previ-
ous research suggest the 4.35-billion-year-
old rock samples may date not back to the 
moon’s formation but instead to a later 
event in which the moon temporarily 
heated up, causing its surface to melt and 
then crystallize.

The moon’s elliptical orbit is slowly get-
ting more distant from Earth. As the moon 
moves it is squeezed and stretched by 
Earth’s gravity, resulting in what is known 
as tidal heating events—one of which most 
likely happened 4.35 billion years ago. 
This early moon would have looked like 
Jupiter’s moon Io, says the study’s lead au-

thor Francis Nimmo, a planetary scientist 
at the University of California, Santa Cruz. 
“It would have had volcanoes all over its 
surface,” he says. This event would have 
also erased lunar impact basins caused by 
meteorite strikes, which researchers use to 
estimate age.

The difference of  150  million years 
matters a lot to scientists, Nimmo says, es-
pecially for learning more about the early 
Earth. “The moon is moving away from 
Earth, and the rate at which that happens 
depends on what Earth was like,” he says. 
“Was it solid? Was it liquid? Did it have an 
ocean? Did it have an atmosphere?” For 
instance, very early Earth probably didn’t 
have an ocean—or it would have pushed 
the moon away too fast. The moon’s for-
mation time is crucial to these calcula-
tions, and more complex models of tidal 
heating and the mineralogy involved could 
help refine our understanding.

“No previous study has synthesized all 
the available evidence comprehensively,” 
says Yoshinori Miyazaki, a geophysicist at 
the California Institute of  Technology, 
who wasn’t involved with the study. 
“This paper provides a better view in re-
solving the discrepancies between differ-
ent age estimates.”

Current hypotheses for when Earth 
and the moon formed, which put the date 
at anywhere from 30 million to 150 million 
years after the sun’s birth, suggest vastly 
different scenarios for planet formation. 
“Resolving these uncertainties is essential 
for constructing a consistent picture of 
 solar system history,” Miyazaki says.   
  —Payal Dhar
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MATERIALS SCIENCE

Nanotini
The world’s smallest pasta 
could make a good bandage

THE SKINNIEST PASTA �yet made—let’s 
call it “nanotini”—has an average diameter 
of 372 nanometers and only two ingredi-
ents: flour and formic acid. The latter, a 
caustic agent typically secreted by agitated 
ants, is why researcher Adam Clancy 
sniffed the creation before he tried eating it.

It is generally inadvisable to consume 
things pickled with formic acid, because 
ingesting as little as a tablespoon can be fa-
tal. But Clancy, a chemist at University 
College London, relied on his understand-
ing of the acid’s odor threshold—the low-
est concentration at which the human nose 
can detect a substance. Clancy trusted that 
if the finished product was scentless, then 
it was essentially acid-free. Satisfied, he 
sampled a wad of nanotini. “I know you’re 
not meant to self-experiment, but I’d made 
the world’s smallest pasta,” Clancy says. 
“I couldn’t resist.”

Clancy and his co-authors, who recently 
published their pasta recipe in �Nanoscale 
Advances, �aren’t trying to whip up a menu 
item; they are investigating starch nanofi-
bers for their potential as next-generation 
bandages. Mats of these fibers have pores 
that let water pass through but are too small 
for bacteria, Clancy says. 

Ideal wound dressings aren’t simple 

TECH 

Facing Pain 
AI characterizes distress  
in goat expressions 

THE PATIENT GRUMBLED �and grimaced, 
but he refused to speak to his doctor.

The patient was a goat.
Recognizing animal pain is notoriously 

difficult. To do so, humans must rely on 
subtle body language or behavioral changes. 
But a new artificial-intelligence model au-
tomates this process by identifying pain in 
goats—using only their facial expressions. 
The model, described in �Scientific Reports, 
�achieved 80 percent accuracy and offers a 
promising avenue for automatically mon-
itoring livestock health. 

Traditionally, detecting animal pain in-
volves analyzing photos or videos by hand 
for specific cues—a raised lip, a flared nos-
tril—and creating pain scales tailored to 
individual species. But as humans, we both 
detect and interpret animals’ pain through 
a biased lens, says University of  Florida 
veterinary anesthesiologist Ludovica 

Chiavaccini, the new study’s lead author. 
When detection is automated, “the com-
puter just picks up the patterns.” 

Chiavaccini and her team videotaped 
40 goats of various breeds and ages with 
different medical conditions at a veteri-
nary hospital, generating more than 5,000 
fixed frames. Using a behavioral pain scale, 
clinical history and physical exams, they 
classified each goat as in pain or not. The 
team tried three approaches, training an 
algorithm on different groupings of images 
while reserving others to test that training. 
The most balanced model, similarly adept 
at detecting pained and not-pained goats, 
was trained on four fifths of the frames, 
fine-tuned using the remaining fifth and 
tested on videos of two additional goats. 
Repeating this process five times with 
varying groupings yielded an average ac-
curacy of 80 percent. Such training “essen-
tially builds 30 years of clinical experience 
in 30 minutes,” Chiavaccini says.

Similar AI tools exist for cats, which 
have better-established expression-based 
pain scales, but the only such pain scale for 
goats had been validated solely in young, 
healthy males undergoing castration. Chi-
avaccini was inspired by the lack of goat 
pain scales, in addition to a graduate stu-
dent’s enthusiasm for the animals after pre-
senting them at an agricultural show.

AI-powered tools built with similar 
methods could someday help veterinari-
ans make quicker and more accurate diag-
noses or alert farmers to early stages of 
livestock distress. “This study shows the 
potential for broader adoption of AI in an-
imal care and highlights the need for fur-
ther exploration across diverse species,” 
says University of Glasgow computer sci-
entist Marwa Mahmoud, who specializes 
in human and animal behavioral AI.

Expression-based pain-assessment 
tools already exist for nonverbal human 
patients, but these systems’ effectiveness 
can be limited by poor image quality or 
suboptimal camera angles. “Many of the 
engineering problems we solved, like 
adapting to messy, real-world conditions, 
could be helpful to human medicine,” Chi-
avaccini says. “Doctors worry about per-
fect lighting or head alignment. Mean-
while I’m out here racing after a goat with 
my camera.” � —�Lucy Tu

© 2025 Scientific American
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barriers. They should also speed recovery, 
says Cornell University graduate student 
Mohsen Alishahi, who studies nanofiber 
bandages made with starch derivatives 
and wasn’t involved with the nanotini 
project. “Using a natural material such as 
starch to develop the wound dressing can 
help the wound heal more quickly,” Al-
ishahi says. Starch should encourage cells 
around an injury to grow because the fibers 
resemble the body’s microscopic struc-
tural network, called the extracellular ma-
trix. And starch has another natural ad-
vantage: it is made by every species of 
green plant and is one of the most common 
organic compounds on the planet. 

Previous nanofibers had been built 
with purified starch from corn, potato and 
rice. This is the first time anyone has done 
so with plain white flour—thereby, Clancy 
claims, meeting the definition of  the 
world’s smallest pasta. To make it, his 
team first dissolved the flour in acid, which 
uncoiled its starch clumps so the molecules 
could be stretched into skinny threads.

The researchers employed a delicate se-
quence of heating and cooling to prepare the 
starch. This process is “the most interest-
ing” aspect of the new research, says Penn-
sylvania State University food scientist 
Greg Ziegler, who studies starch nanofibers 
as possible scaffolds for cultured meat and 
wasn’t involved with the new paper. De-
spite the impurities of supermarket flour, 
the resulting liquid had the “proper viscos-
ity for spinning,” Ziegler says, referring to 
the technique used to make the pasta.

Pasta makers typically slice dough or 
push it through small holes to give it shape. 
But in this case, the starch molecules were 
“electrospun”—pulled by electrical charge 
through a hollow needle tip. The liquid 
whipped out of the needle horizontally, at-
tracted to a grounded plate a few centime-
ters away. As the acid swiftly dried in 
flight, the starch chains formed solid but 
invisible threads; their width was too 
small to be seen by the unaided eye. What 
could be seen were the off-white mats that 
formed when fibers amassed on the plate. 
These bendy mats looked a bit like tracing 
paper, but instead of wood pulp, it was ex-
ceptionally tiny pasta all the way down. As 
for the flavor? “I can confirm it needs some 
seasoning,” Clancy says. � —Ben Guarino

Hot Potato New potato  
flourishes in heat waves 

BIOENGINEERING When a scorching heat 
wave �struck Illinois in 

June 2022, crop physiologist Katherine Mea-
cham-Hensold hoped her team’s new bioen-
gineered potato variety would survive it—but 
she was astonished by just how well it thrived. 
The plant yielded 30 percent more of its 
large red tubers than a normal, unengineered 
plant in the same conditions, according to a 
recent study in �Global Change Biology.

“This study is particularly noteworthy 
because it shows real benefits in a field set-
ting with a staple crop,” says biochemist Ed-
ward Smith of the University of Oxford, who 
was not involved in the research. “There’s 
no reason this technology couldn’t be ap-
plied to more crops.”

To engineer the potato, Meacham-Hen-
sold and her colleagues at the University of 
Illinois Urbana-Champaign focused on an in-
convenient heat-triggered process in most 
plants called photorespiration, in which a key 
photosynthesis enzyme known as RuBisCO 
gets sidetracked and begins making a toxic 
by-product. RuBisCO molecules need to 
bind to carbon dioxide to carry out photosyn-
thesis, but about a quarter of the time they 
grab oxygen instead—and this erroneous 
process happens more often at high tem-
peratures. This inefficiency can decrease 
crop yields by as much as 50 percent. 

In the new engineered potatoes, a gene 
inserted into the plant cell’s nucleus pro-
duced a protein that traveled into the chloro-
plast, the cell organelle used in photosynthe-

sis. There it broke down the toxic by-product, 
so the chloroplast didn’t need to send it out 
to other organelles. This saved energy, simi-
lar to how eating local food saves the energy 
of trucking it across the country. 

During the engineered potatoes’ 2022 
growing season in the Illinois test field, an 
extreme heat wave brought four consecu-
tive days with temperatures higher than 
95 degrees Fahrenheit. But the new pota-
to’s genetic change—which can be passed 
on to the next generation—boosted yield by 
almost a third. “We were really shocked,” 
Meacham-Hensold says. The photosynthe-
sis process is a promising target for agricul-
tural engineering, she adds, because it can 
increase crop yield without the need for ex-
tra land use and fertilizer. The results are 
exciting, Smith says, although he’d like to 
see data from future growing seasons. 

The new technique could help crops 
adapt to climate change. Similar strategies 
have been used previously in rice, but this 
study is the first to show that it doesn’t 
cause a decrease in a food crop’s nutritional 
quality, Meacham-Hensold says: the team 
froze and ground up the tubers to measure 
their starch, fiber, sugars, protein, calcium, 
potassium, iron, and vitamins B6 and C. 

Next the researchers are working on soy-
beans and cowpeas; the latter is “a hugely im-
portant food-security crop in African coun-
tries,” Meacham-Hensold says. A high-yield 
soybean variety with the same genetic change 
will hit the field this year. —�Julian Nowogrodzki

© 2025 Scientific American © 2025 Scientific American
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EVOLUTION

In a Cat’s Eye
Why do wild cats have  
so many eye colors?

WILD CATS SHOWCASE �a stunning diversi-
ty of eye colors, proving a mystery for re-
searchers because most wild species are 
known to have narrow eye color schemes 
(usually black, brown or yellow). Eye color’s 
evolution is notoriously hard to track: fossils 
don’t preserve it, taxidermy specimens have 
fabricated eyes, and most books illustrate 
only one example per species. Now scien-
tists have harnessed the Internet’s abundant 
wild cat photographs to chart the transition 
from brown eyes to colors such as green and 
blue—and found something of a gray area. 

Any animal’s eye color is determined by 
its levels of two melanin pigments: eumel-
anin, which makes brown-black, and phe-
omelanin, which makes red-yellow. Eye 
colors vary according to the amounts of 
each, with different combinations leading 
to colors such as blue, green and gray. 

For a paper in �iScience, �Harvard Univer-
sity biology graduate student Julius Tabin 
and his co-author, Katherine Chiasson, 
used a process called ancestral state recon-
struction to determine the eye colors of ex-
tinct wild cat species based on those of 
their living descendants. The authors ana-
lyzed the clearest images submitted to the 
database iNaturalist.org, then classified 

each cat’s eye color and mapped the data to 
the cat family tree, using an algorithm to 
find each common ancestor’s possible eye 
colors. The algorithm accounted for the 
likelihood of certain changes and figured in 
the time since species diverged in order to 
generate the likeliest colors at every split. 

“It’s a way we can actually look into the 
eyes of the felid ancestor,” Tabin says. “The 
ancestor develops gray eyes, and then the eye 
color diversity just explodes.” Once an eye 
with moderate amounts of both eumelanin 
and pheomelanin appeared (producing gray 
eyes), blue and green were not far behind.

The scientists next tried to connect the 
discovered eye colors with numerous fac-
tors, including habitat, fur color and hunt-
ing behavior, to help explain why those 
shades had evolved. But they found little 
correlation. “Huskies have those bright 

blue eyes because we wanted them to” and 
bred them accordingly, Tabin says, but in 
wild cats, “I have no idea what’s going on 
here.” Sexual selection is plausible—per-
haps cats prefer particular eye colors in 
mates—but it would be challenging to test. 

Eye color is “a very overlooked trait, 
and it’s a pity because it’s probably import-
ant ecologically and evolutionarily,” says 
University of Glasgow evolutionary biolo-
gist Arianna Passarotto, who is not affili-
ated with the new study. She is skeptical of 
using photos taken in uncontrolled condi-
tions, but she describes the study as “am-
bitious” and “absolutely very novel.” 

As Juan José Negro, an ecologist at the 
Spanish National Research Council also not 
affiliated with the study, puts it, “the eye is 
the last frontier for [studying] coloration.”   
� —�Zane Wolf P
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MATH PUZZLE

Calculator Clues
BY HEINRICH HEMME

AN OLD CALCULATOR �uses a seven-segment display, in which numerals are 
represented by different patterns of vertical and horizontal line segments. 
But the device is faulty and no longer shows any vertical segments. Someone 
types a number into this calculator, and the display shows the horizontal seg-
ments visible in the top image. Next the person presses the multiplication key 
and types in a second number. The display now shows the horizontal seg-
ments in the middle image. After the user presses the equal key, the display 
shows the horizontal segments in the bottom image. Which two numbers 
were multiplied with the calculator? 

For the solution, visit www.ScientificAmerican.com/games/math-puzzles

Snow leopard’s colorful eye
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                 The  
         Wonder  
               of  
Insight

NEUROSCIENCE 

Scientists are finally getting a grasp 
on the aha! moment—how and when 

it happens and why it matters  
BY JOHN KOUNIOS AND YVETTE KOUNIOS  

ILLUSTRATION BY MARK ROSS
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ONE EVENING IN 1951 �astronomer William Wilson 
Morgan was strolling home from Yerkes 
Observatory in Wisconsin when he looked up 
at the night sky and had a “flash inspiration ... 
a creative intuitional burst.” It solved one of 
the great mysteries of astronomy. 

The observable universe contains billions, possibly 
even trillions, of galaxies. With a modest telescope, 
their varied forms are discernible—spirals, ellipsoids 
and others with irregular structures. But what about 
our own galaxy, the Milky Way? 

Morgan had been calculating the distances from 
Earth of  groups of big, hot, bright stars, nowadays 
called OB associations. He knew that in spiral galaxies 
these clusters reside in the trailing arms. Gazing at the 
sky while walking home, he located the familiar dots 
of the OB associations. But this time the flat image of 
the night sky merged in his mind with the star dis-
tances that he had calculated and committed to mem-
ory, and it sprang to three-dimensional life. Morgan’s 
vision: the stars of the OB association are arranged in 
a long strand—an arm of our spiral galaxy. 

An “aha! moment,” such as Morgan’s marvelous 
insight that the Milky Way is a spiral, is a new idea or 
perspective that arrives abruptly, often bursting into 
an ongoing stream of thought. It may pop up while 
someone is actively trying to solve a problem, but it can 
also arrive spontaneously. “When I write songs, it’s 
never a conscious decision—it’s an idea that floats 
down in front of me at four in the morning or in the 
middle of a conversation or on a tour bus or in the mall 
or in an airport bathroom,” singer-songwriter Taylor 
Swift related to an interviewer. “I never know when I’m 
gonna get an idea and I never know what it’s gonna be.” 

These revelations feel pleasing, even thrilling, and 
they can be portals to a scientific breakthrough, an in-
novative business proposal, a hit song or the plot of a 

best-selling novel. Or they may provide a life-changing 
perspective on a personal dilemma. People can over-
come many challenges by analyzing them step by ar-
duous step, but leaps of insight are more often associ-
ated with out-of-the-box ideas. And though often 
obvious in hindsight, the revelation can be astounding 
when it arrives. 

Scholars have sought to capture the elusive essence 
of the aha! moment for more than a century, and it is 
finally within our grasp. We now know where it hap-
pens in the brain and when it’s more likely to happen. 
And we’re discovering some surprising benefits of in-
sight, including elevated mood, memory and, oddly, 
the ability to distinguish fake news from real. 

Psychologists of the Gestalt school, �based in 
Germany in the 1910s, were the first to systematically 
study insight. The term “aha! moment” was popular-
ized by media magnate Oprah Winfrey. Defined by 
�Merriam-Webster �as a “sudden realization, insight, 
recognition or comprehension,” the aha! moment is 
also known as the Eureka! moment, as Archimedes is 
said to have exclaimed the Greek word �eureka �when 
he realized an object displaces a volume of water equal 
to its own. The Gestalt psychologists, who were inter-
ested in how the mind interprets patterns or forms, 
used visual illusions to argue that a problem could have 
features that mislead one’s brain into misinterpreting 
it. The correct interpretation emerges when a shift of 
attention enables a person to restructure their under-
standing and see the problem in a new light.

John Kounios   
�is a professor of 
psychological and  
brain sciences at Drexel 
University. He is co-
author of The Eureka 
Factor and co-inventor 
of a brain-age 
estimation technology. 

Yvette Kounios � 
is a writing instructor  
at Widener University 
and a Philadelphia  
Press Association 
Award recipient.
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Graphics by Jen Christiansen

These pioneering psychologists tasked people with 
complex brainteasers designed to reveal how and when 
humans are likely to have revelatory insights. They 
were the first to demonstrate that insight is driven by 
unconscious processes. Later, during the 1980s and 
1990s, cognitive psychologists applied more powerful 
experimental methods that tracked progress toward 
solving a problem. Janet Metcalfe of Columbia Univer-
sity showed that “warmth,” a person’s feeling of being 
close to a solution, increases gradually while they work 
on a problem that requires step-by-step, analytical 
thinking, such as one involving algebra, but more 
sharply just before they solve a brainteaser through 
insight. Jonathan Schooler of the University of Cali-
fornia, Santa Barbara, discovered that requiring par-
ticipants to describe their thought processes while they 
solve problems suppresses insight but not analysis. 

The 1990s saw rapid developments in neuroimag-
ing. By the early 2000s cognitive neuroscientist Mark 
Beeman and one of us ( John), both then at the Univer-
sity of Pennsylvania, concluded that imaging technol-
ogies were advanced enough for us to try to see what 
happens in the brain when a person has an insight. We 
used two complementary methods: electroencepha-
lography (EEG) and functional magnetic resonance 
imaging (fMRI). EEG measures the electrical activity 
of the brain with electrodes placed on a person’s scalp. 
It provides very precise information about when 
something is happening in the brain. In contrast, fMRI 
measures slower changes in blood flow (when a region 
of the brain is working harder, it draws more blood) 
and provides very detailed maps of where things are 
happening. By using EEG and fMRI in parallel exper-
iments with different people solving the same puzzles, 
we were able to isolate the brain’s aha! moments in 
both space and time. 

We couldn’t rely on difficult brainteasers, because 
to get statistically significant results, we needed each 
test subject to solve many problems. Instead we used 
little verbal puzzles such as compound remote associ-
ates (CRAs), which people can solve either insight-
fully or analytically. Each CRA consists of three words, 
such as “pine,” “crab” and “sauce.” The participant’s 

Necker Cube Illusion

This illustration can be viewed in two ways, with the left square to 
the front or back, but not in both ways at the same time.

Brainteasers

Insight studies make use of puzzles like these in their experimental
setups. See page 27 for solutions.

Demonstrate how you can move three of the circles so that
the triangle points to the bottom of the page.

Move only one matchstick to make this equation true.

Show how you can divide this figure into four equal parts that
are the same size and shape.

Given a candle, a book of matches and a box of push pins, 
how would you mount the candle to a wall?

© 2025 Scientific American© 2025 Scientific American
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job is to think of a fourth word that can be used to form 
a compound word or familiar phrase with each of the 
three given words. Immediately after a volunteer 
solved one of these puzzles, they reported whether the 
solution had popped into awareness suddenly or been 
discovered through deliberate, step-by-step thinking. 
We were thus able to isolate aha! moments and com-
pare the brain activity during them with the brain ac-
tivity for analytical solutions. (If you’re curious, the 
answer to the CRA in this paragraph is “apple.”) 

Our key result: an aha! solution corresponds to a 
burst of  high-frequency brain waves in the brain’s 
right temporal lobe, just above the right ear. That part 
of the brain, the right anterior superior temporal gy-
rus, connects with many other brain regions. It is as-
sociated with our ability to realize connections be-
tween concepts that may initially seem unrelated, as 
occurs when comprehending metaphors, jokes and the 
gist of conversations. Our findings linking this specific 
area of the brain to the aha! experience supported pre-
vious work by Edward M. Bowden of the University of 
Wisconsin–Parkside and Beeman suggesting that the 
solution to such a problem can be unconsciously pres-
ent in the right hemisphere, ready to emerge into 
awareness as an insight. 

Our later research revealed, however, that aha! mo-
ments may excite other areas of the brain, depending 
on the type of puzzle. In 2020 John and his co-workers 
showed that insights that solve pattern-reorganization 
problems activate the frontal lobe rather than the right 
temporal lobe. Anagrams—for example, rearranging 
the letters in BELAT to get the solution TABLE—are 
among such problems. Thus, the distinctive feature of 
an insight is the sudden burst of high-frequency brain-
wave activity, which can occur in various parts of the 
brain, depending on the type of problem solved. 

Some problems lend themselves �to an analytical, 
as opposed to an insightful, solution. Analytical 
problem-solving recruits areas of the brain involved 
in “executive” processes such as “working” memory 
that rely on the brain’s frontal lobes. Virtually every-
one can use either insightful or analytical methods, but 
many people tend to use one rather than the other. 
Nobel laureate physicist and mathematician Roger 
Penrose, for example, can obviously think analytically 
but seems to be inherently insightful: “I had this 
strange feeling of elation, and I couldn’t quite work out 
why I was feeling like that,” he once said in an inter-
view. It turned out he’d had an epiphany about the 
formation of black holes while crossing a road. “I do 
most of  my thinking in visual terms,” he related, 
“rather than writing down equations.”

In the 2010s Brian Erickson, then a doctoral stu-
dent in John’s laboratory at Drexel University, and his 
colleagues demonstrated that people’s tendency to-
ward insightful or analytical thinking is evident 
during “resting-state” brain activity—while a person 
relaxes with no task to perform or expectation about 

what is to come. Erickson recorded people’s resting-
state EEGs and then, weeks later, tasked the same 
participants with solving a series of anagrams. The 
astonishing result: a few minutes of EEG predicted, 
up to seven weeks in advance, whether a person would 
solve the puzzles mostly insightfully or analytically. 
Our predominant thinking style is stable over time. 

The subjects who relied mostly on insight had 
greater resting-state activity at the back of the brain, 
whereas the analytical subjects had greater activity in 
frontal areas. The frontal lobes, the seat of a person’s 
executive processes, organize activity in the rest of the 
brain. These executive processes enable people to think 
in a focused and strategic way, but they can also curb 
creativity by limiting thought to straightforward plans, 
just as a horse’s blinders block out distractions that 
would lead it to meander from its path. When frontal 
lobe activity is relatively low, as it was for the insightful 
subjects, posterior areas can be disinhibited and “go 
rogue,” sometimes resulting in aha! moments. 

Although individuals may be inclined toward more 
analytical or insightful thinking, we aren’t locked into 
one or the other. Your thinking style can shift or be 
nudged, at least temporarily, to the other strategy. One 
factor is mood. In a 2009 study led by Karuna Subra-
maniam, then a doctoral student in Beeman’s lab at 
Northwestern University, researchers found that par-
ticipants who reported feeling more positive solved 
more puzzles by insight, whereas those who reported 
greater anxiety solved more puzzles analytically. 

Why might that be? Consider the following exam-
ple, courtesy of Beeman. Imagine you are in Africa 
25,000 years ago. You see a lion off in the distance and 
are gripped with fear. Your thinking immediately be-
comes very careful and deliberate—analytical—be-

The Insightful vs. Analytical Brain

These brain maps, based on electroencephalography (EEG), show 
differences in “resting-state” brain activity between people who, 
up to seven weeks after the scans, were asked to solve verbal 
puzzles called CRAs. People who showed greater activity near the 
back of the left side of the brain (left) solved more puzzles with 
insight up to seven weeks later. In contrast, those who had greater 
activity in the right frontal areas of the brain (right) solved more 
puzzles in a deliberate, analytical fashion.

Person later demonstrated 
insightful problem-solving 

Person later demonstrated 
analytical problem-solving

Top view of brain

Front

Back
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cause one mistake and you are finished. Can the lion 
see me or hear me? Am I upwind or downwind? If  I 
run, is the lion close enough to catch up?

You manage to escape. That evening you are back in 
the cave with your people. There’s a fire, so it’s warm, 
and the day’s catch is cooking on a rack. You are enjoy-
ing what researchers call psychological safety. In your 
protected haven, you don’t have to suppress rambling, 
fanciful thoughts—the stuff of creativity. You are em-
powered to say or do something imaginative. That may 
be why, 25,000 years later, we find the innovative, 
practical flint tools and breathtaking cave paintings 
that sustained and inspired the lives of the ancients. 

Creative insight �has an evolutionary purpose: 
it helps us and our offspring survive and thrive. 
This relation is evinced by the fact that, like 

feasting or procreating, insight is enjoyable. In 2020 
Yongtaek Oh, then a doctoral candidate in John’s lab 
at Drexel, identified a distinct neural signature of this 
pleasure: a second eruption of high-frequency brain 
waves immediately after the initial pulse signaling an 
insight. (Only participants who had at least some “re-
ward sensitivity,” the motivation to approach or ac-
quire things, had this second burst; the others did not 
appear to respond with pleasure to solving the puz-
zles.) This second brain-wave pulse was in the front of 
the brain behind the right eyebrow, in the orbitofron-
tal cortex, a part of the reward system that responds 
to delicious foods, addictive substances, orgasms—
and, evidently, aha! moments. 

To discover whether more complex insights could 
lift mood over a longer time, Christine Chesebrough, 
then a doctoral student in John’s lab, developed word 
pairs that formed ongoing analogies, such as steering 
wheel/car followed by rudder/boat, both of which sug-
gest an implement that guides a vehicle. The next word 

pair could be either handlebars/bicycle, which contin-
ues this theme, or voting/government, which forces the 
subject to reinterpret the ongoing analogy in a more 
abstract way as one entity controlling another. This con-
ceptual expansion sparked strong aha! experiences that 
elevated participants’ moods for at least the hour-long 
test session—the more insights, the better their mood. 
The vibe persists. The joy of insights can thus impel sci-
entists, artists, writers, and others to feel such a strong 
drive to express their creativity that they forgo a well-
paying job to immerse themselves in their vocation, 
contributing essential ideas to culture and science. 

The thrill of  an aha! moment can increase risk-
taking. As a doctoral student in Beeman’s lab, Yuhua 
Yu led a study in which she and her colleagues gave 
people CRA puzzles to solve. Between some of these 
puzzles, they offered the participants a choice between 
taking a small payment—a sure thing—and taking a 
chance to win a larger prize with the risk of no payoff. 
After finding an analytical solution, the volunteers 
tended to take the smaller, guaranteed payoff. But af-
ter enjoying an insight, participants were more likely 
to gamble on winning the bigger prize. Experiencing 
an aha! moment can therefore promote an appetite for 
risk, which, as Maxi Becker of Humboldt University 
of Berlin and her colleagues showed in 2023, involves 
the nucleus accumbens, a dopamine-rich part of the 
brain’s reward system. 

Tolerance for risk can be good or bad depending on 
the circumstances. But one unequivocal benefit con-
ferred by insightful thinking is reduced “bullshit re-
ceptivity,” as Carola Salvi of John Cabot University in 
Rome and her collaborators have found. People are 
flooded by biased information and slanted reporting, 
and their limited capacity to deal with this torrent of 
information makes them vulnerable to false messages. 
Fortunately, insightful thinking is largely unconscious 
and does not tax attention or working memory the way 
analytical thinking does. Salvi and her co-workers ob-
served that the number of puzzles the participants in 
their study solved by insight—but not analysis—pre-
dicted how well they could discriminate between real 
news stories and fake ones, as well as between mean-
ingful statements and “pseudo-profound bullshit” 
statements. Insightfulness is not only for dreamers: it 
confers real-world skills that help people navigate the 
overwhelming information landscape. 

Insight also enhances learning and memory. 
Amory H. Danek of Heidelberg University in Ger-

The number of puzzles people 
solved by insight—but not 
analysis—predicted how well  
they could discriminate between 
real news stories and fake ones. 

The Delight of Insight

The EEG map at the left shows a burst of high-frequency brain 
waves that occur when someone solves an anagram by insight. 
On the right is a second burst of high-frequency brain waves, 100 
milliseconds later, appearing in the orbitofrontal cortex, a part 
of the brain’s reward system. It marks the thrill of an aha! moment.

Brain activity during 
moment of insight 

Brain activity immediately 
after moment of insight 

Top view of brain
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many and her colleagues showed participants videos 
of  magic tricks and asked them to explain how the 
tricks were done. Later the subjects remembered the 
solutions that were experienced as aha! moments bet-
ter than explanations that were not. Danek and Jenni-
fer Wiley of the University of Illinois at Chicago fol-
lowed up this study by showing that the pleasure ac-
companying insights made them easier to recall. 
Jasmin Kizilirmark of the University of Hildesheim in 
Germany and her colleagues have been exploring how 
this so-called insight memory advantage can be ap-
plied to improve memory in older adults. 

Aha! moments can have a downside. Insights are 
more likely to be correct than analytical solutions—but 
they are not always correct. The dilemma is that people 
tend to be particularly confident about their insights, 
even the false ones. Furthermore, work by Ruben Lauk-
konen of Southern Cross University in Australia and 
his colleagues suggests that statements presented along 
with anagrams that people solve by insight also feel more 
believable than statements presented with anagrams 
solved by analysis. Aha! moments may create an aura 
of truth that envelops accompanying information. 

T he fact that mood �can alter one’s thinking 
style has profound implications for our under-
standing of  creativity. Subramaniam’s fMRI 

analyses isolated the lone area of the brain that re-
sponds to both differences in mood and differences in 
thinking style. This area, the anterior cingulate cor-
tex, located in the middle of the front of the brain, de-
tects conflicting strategies. When you are relaxed, your 
anterior cingulate cortex is better able to detect the 
presence of an alternative to the most obvious, but pos-
sibly ineffective, problem-solving strategy and switch 
to it, sparking an aha! moment. But when you are anx-
ious, it is less able to detect the subtler strategy, and 
you will continue to grind through the problem in a 
straightforward, analytical manner. 

An obvious way to increase insightfulness is there-
fore to relax and carve out a span of time when you 
aren’t anxious or rushed. Another way is expansion in 
space: When you are in a large room or the great out-
doors—under a starry sky, as Morgan was—your at-
tention expands to take in the large space. That broad-
ened awareness shifts the mind toward considering 
the whole rather than the parts, thereby enhancing 
insightful thinking. Filtering out the world around you 
can have a similar effect: aha! moments are often pre-
ceded by eye blinks and looking away from a problem 
to reduce distractions. People solve more thinking 
problems when they close their eyes. In contrast, ob-
jects that grab attention will narrow your focus on 
details and induce you to think analytically. 

Steven Smith of  Texas A&M University and his 
collaborators have also shown that if you take a break 
from a problem to do something else, preferably a rel-
atively undemanding task such as light gardening or 
housework, any misleading information or misinter-

pretation will loosen its grip, and you will be more 
likely to achieve an insight. Kristin Sanders, now at the 
University of Notre Dame, and Beeman showed that 
sleep can enhance this process, supporting the many 
stories of scientists who have experienced great ideas 
during or right after sleep. Colleen Seifert and Da-
vid E. Meyer of the University of Michigan and their 
colleagues reported another benefit of  breaks: you 
may encounter a trigger—a person, a street sign, any-
thing—that can spark an aha! moment because the 
trigger bears some resemblance to or association with 
the needed solution. 

How about drugs? The thought of popping a pill that 
would unlock creative insights may be appealing for 
some people. Microdosing psychedelic drugs has been 
proposed to increase innovative thinking. We are not 
aware of any rigorous scientific evidence that psychedel-
ics can increase the likelihood of insights, although they 
may cause a person to feel creative and profound. But 
alcohol, if not taken to extremes, does seem to enhance 
insightful solving. (That is not an endorsement!)

Perhaps there are other ways to directly intervene 
in brain function to produce aha! moments. Several 
researchers, including Beeman, Salvi, Amna Ghani of 
Charité–Universitätsmedizin Berlin, Caroline Di Ber-
nardi Luft of Brunel University London and Joydeep 
Bhattacharya of Goldsmiths, University of London, 
have shown that direct electrical stimulation of test 
subjects’ right temporal lobes with electrodes placed 
on their heads—in some cases, synchronized with 
hints—can increase the likelihood that they will solve 
CRA puzzles using insight. For various reasons, 
though—including the fact that different types of in-
sight involve different areas of the brain—it is unlikely 
that electrical stimulation will become useful as a tech-
nique for sparking aha! moments.

Here’s what does not work: expectations of mone-
tary prizes or bonuses. Payments can coax a person to 
tackle a problem—and people should certainly be 
compensated for their work—but they can also inhibit 
insights. A focus on an expected payoff grabs and nar-
rows one’s attention, limiting creative thought. Mes-
sages about rewards can enhance insight—but only 
when they are displayed so briefly that a person cannot 
consciously perceive them. When innovation is the 
goal, conspicuous rewards may therefore be counter-
productive, as are strict deadlines that switch one’s 
thinking to an analytical mode by inducing anxiety 
and narrowing mental focus. 

Alternatively, you could �just go get groceries. 
Vishal Rao, an oncologist in India, endured years of 
frustration before a surprising twist enabled him and 
his unique team to create an amazing medical device. 
As a surgeon specializing in neck and throat cancer, 
Rao knew that most of the tens of thousands of new 
patients with throat cancer each year in India could not 
afford the prohibitive cost of surgery to replace their 
diseased voice box with an artificial one. So, in 2013, 
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Rao formed a team that developed an inexpensive ar-
tificial voice box costing less than a dollar. 

But there was one roadblock remaining. The artifi-
cial voice box had to be replaced yearly in a surgical pro-
cedure that costs hundreds of dollars, a regular expense 
way beyond the means of most of his patients. He needed 
an inexpensive, nonsurgical tool that a patient could 
use to remove an old artificial voice box and implant a 
new one—a challenge that seemed insurmountable. 

One day Rao went to the supermarket with his tod-
dler. The boy broke free and started running down the 
aisles, gleefully knocking things off the shelves. Rao 
chased and caught him, but only after the boy had 
knocked down a box of  tampons, the contents of 
which spilled out onto the floor. When Rao saw the 
tampon applicator, it sparked an aha! moment: here 
was a safe, inexpensive, nonsurgical implement that 
could be a model for a voice-box applicator. 

When Rao explained this idea to others, they said 
the device he wanted sounded more like a toy than a 
surgical instrument. This comment triggered the doc-
tor’s second aha! moment. He recalled that Channa
patna, a nearby city, is nicknamed “toy town” because 
of its centuries-old tradition of master craftsmen who 
design and make inexpensive wood toys. After inter-
viewing Channapatna toy makers, he found Kouser 
Pasha, who was intrigued by the idea. It took Pasha 
just a couple of hours to come up with a design for an 
inexpensive voice-box applicator. 

Just as hungry people tend to notice anything re-
lated to food, Rao’s initial failure to imagine an inex-
pensive applicator sensitized his brain to anything 
around him that looked like it could help him solve the 
problem. When he took a break from his problem, his 
old ways of thinking relaxed their grip as he was ex-
posed to a variety of objects in the supermarket. One 
of those objects, the tampon applicator, was poten-
tially related to the problem, so it grabbed his atten-
tion. Once he figured out that a similar device would 
work, the surgeon still had to figure out how to design 
and manufacture it. The need for a solution sensitized 
him to the word “toy,” which triggered his insight 
about recruiting a toy maker from “toy town.” 

The upshot: when you are stuck, take a break and ex-
pose yourself to a variety of environments and people to 
increase the chance you will encounter a triggering stim-
ulus. Perhaps the most important scientific lesson about 
insight, though, is that it is as fragile as it is beneficial. 
The aha! moment brings new ideas and perspectives, 
lifts mood, increases tolerance for risk, and enhances 
the ability to discern truth from fiction. But anxiety 
and sleep deprivation can squash these precious gifts. 

Modern society’s unrelenting demand for produc-
tivity and speed often denies insight the time and op-
portunity to work wonders at its own pace. Even so, 
we need to remember the value and power of insights 
and the conditions that spark them. As Morgan’s ga-
lactic epiphany shows, when it comes to aha! mo-
ments, the sky is the limit. 
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HEALTH 

New “slow flower” farms are 
growing beautiful blooms—

without health-harming 
chemicals used  

by giant overseas 
operations that dominate 

the U.S. flower market  
BY MARYN MCKENNA 

PHOTOGRAPHY BY JESSE BURKE

Imperfect 
Bloom
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Those fragrant, frilly blooms will make up wedding 
arches and table settings and bouquets, the mainstays 
of the profitable farm and floral studio that farmer Bo 
Dennis, 35, has built since he bought this parcel several 
years ago. “When people come to us, we say, this is what 
we’re good at: local flowers that are sustainably grown,” 
he says, tucking a curl of light hair back under his beanie 
with muddy hands. “Sometimes I do get clients that say, 
‘We want all hydrangeas and all roses, and we want them 
in May’”—a date when those popular flowers won’t yet 
have bloomed in Maine. “I will say, ‘Great! Have a good 
celebration. I don’t think we’re the vendor for you.’”

What Dennis grows won’t be found among the 
blooms that cram the entrances of supermarkets, big-
box stores, downtown florists—most of  the places 
where people buy flowers in the U.S. The bouquets that 
fill those spaces overwhelmingly come from equatorial 
countries, such as Ecuador and Ethiopia, where cheap 
labor and minimal environmental regulation make 
growing affordable. Those flowers are part of an enor-
mously successful international market that sells 
blooms thousands of miles from their fields of origin 
and earns more than $25 billion every year. 

But pesticides and other agrochemicals required to 
sustain that scale of production can injure workers and 
their families. One ongoing study of children in Ecua-
dor whose parents work at flower farms has docu-
mented deficits in attention and eye-hand coordina-
tion, particularly after periods when these chemicals 
are heavily sprayed. Children born to women who 

work in floriculture regions have higher-than-normal 
rates of birth defects, another study found. And the 
risks extend to people around the world. In Belgium, 
florists with imported flowers had unhealthy levels of 
pesticide chemicals on their gloves, levels high enough 
to burn the skin if it wasn’t protected. And in the Neth-
erlands, prolific use of antifungals on the country’s 
signature tulips has fostered the emergence of deadly 
drug-resistant fungi. 

The remedy for at least some of these problems is 
rising in small U.S. operations such as Dennis’s Dandy 
Ram Farm and others in North Carolina and Utah and 
throughout the country. Dennis came to floriculture 
out of a desire for economic self-sufficiency and ca-
reer-long concern for the environment. He and other 
growers are building a new, surprisingly lucrative ag-
ricultural model—a “slow flower movement,” akin to 
the Slow Food movement, that offers a cleaner, greener 
alternative to modern floral production. They aim to 
protect ecosystems and build new economic pathways 
while bringing a bit of beauty—ungroomed, imper-
fect, unpredictable—back into the world.

Flowers are so present �in our lives that we almost 
do not see them: sheathed in paper in every market, 
plunked in a vase on a table in any cafe. But while they 
are quotidian, they are also monumental; in many cul-
tures, they memorialize the most important days of our 
lives, from graduations and promotions to weddings 
and funerals. They are vital to Catholic rituals, Hindu 

ON A LOW HILL NEAR THE COAST �of Maine, the fresh petals of double 
daffodils shake frills of gold and peach in a gusting breeze. It is 
the middle of May, a clear blue sky overhead, and the lacy bur-
gundy foliage of peonies and new stalks of twiggy curly willow 
are poking through swaths of black landscape fabric. Against the 

walls of a greenhouse, seedlings of cosmos and celosia, lisianthus and snapdragons rise in 
plastic trays. Mud season is barely over, but the turf is vivid green.
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festivals, Buddhist temple offerings and Mexico’s Day of 
the Dead—and also, via chrysanthemums, to the quasi-
religion of U.S. college football homecoming games. 
(Mums are funeral flowers in parts of Europe and Asia, 
which might be a comfort to the losing team.) We invest 
them with so much meaning that we demand they al-
ways be perfect—although like any crop, they are fungi-
ble and fragile, subject to weather, diseases and decay. 

And like any product, they are subject to the lure of 
cheaper production offshore. The movement of Amer-
ican manufacturing to countries with fewer regula-
tions over land and labor is an old story, reenacted in 
products from furniture to cars to food. But the relo-
cation of flower growing was not an accident of global 

economics. It was deliberately fostered by the U.S. 
government, part of the 20th-century war on drugs. 

In the 1990s, when cocaine flowing from South 
America was the main focus of drug interdiction, Pres-
ident George H. W. Bush proposed measures to boost 
legal businesses in the drug’s most important production 
areas. A 1991 law lifted or reduced tariffs on thousands 
of products produced in Bolivia, Colombia, Ecuador and 
Peru. Cut flowers were on the list, and it gave them an 
enormous boost. U.S. flower production shrank, and the 
market for imported flowers skyrocketed.

Take roses, the U.S. national flower. In 2002, ac-
cording to Department of Agriculture data, 157.2 mil-
lion homegrown roses were sold in the U.S. By 2019 

Dahlias (�preceding 
pages�) bloom at the 
Maine Flower Collective, 
a group of local growers. 
A bag (�left�) at Maine’s 
Dandy Ram Farm pro­
tects a delicate dahlia 
from pests, avoiding the 
use of chemicals.
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there. “We found what we call take-home pesticide 
pathways, in which the workers are exposed, and then 
those pesticides adhere to their clothing or their hair 
and skin, or maybe they bring home tools, or they 
bring some pesticides to use in their own backyards,” 
Suárez says. “We’ve also looked at the proximity of 
homes to different spray sites. We tend to think of 
greenhouses as totally closed, but the fact is that 
they’re not: They have windows because you need 
some circulation of  air, so the pesticide is not con-
tained just within the crop.”

The study launched with a cohort of 313 children 
between four and nine years old and then expanded. 
Approximately half  of the kids lived in the same 
household as workers from flower plantations. The 
children contributed blood and urine samples, under-
went medical exams, and participated in neurological 

that shrank to 17.2 million. Revenue from homegrown 
roses plunged as well, from $58.9 million in 2002 to 
$13.3 million in 2019. “About 25 years ago approxi-
mately 85 percent of  what was sold in the U.S. was 
grown here; today it’s about 22 percent,” says Camron 
King, CEO of  the trade group Certified American 
Grown. That decline represents an economic bur-
den—and, given the resonance of flowers, an emo-
tional one, too. King feels that weight when he watches 
patriotically colored wreaths of red, white, and blue 
carnations being laid at sacred military sites such as 
the Tomb of the Unknown Soldier. “There aren’t com-
mercial-level carnation producers here in the United 
States any longer,” he points out. “Those are imported 
flowers honoring our American fallen heroes.”

Multiple global trends have benefited offshore 
flower growers: larger planes, easier refrigeration, 
low-cost labor and land. But so has freedom from the 
rules that protect U.S. workers and consumers. “In 
California, but also in many other states, there are very 
strict regulations in terms of pesticides,” says Gerardo 
Spinelli, a production adviser at the University of Cal-
ifornia Cooperative Extension San Diego County. “Be-
ing in compliance is expensive.” But overseas, “these 
regulations are not there or are a lot less strict.”

Jose Ricardo Suárez, �a physician and epidemi-
ologist at the University of California, San Diego, 
saw the changes the tariff exemptions brought. His 

parents, both academics, are from Ecuador. The fam-
ily moved around, but when they were in his parents’ 
home country, they often visited Pedro Moncayo 
�cantón, �a county perched in Ecuador’s Andean foot-
hills. Suárez remembers the high green landscape and 
how abruptly it changed in the 1990s: “All of a sudden, 
these greenhouses started popping up in many differ-
ent parts of the county.”

The explosion of construction was the first bloom 
of the floriculture encouraged by that 1991 law, which 
would make Ecuador the third-largest exporter of 
flowers in the world, a billion-dollar trade that fields a 
workforce of more than 100,000 people. Ecuador spe-
cializes in roses; the cool mountain climate and consis-
tent sunlight of its equatorial days are uniquely suited 
to producing straight-stemmed, big-blossomed flow-
ers, highly sought after for celebratory bouquets. But 
those perfect plants don’t grow that way without assis-
tance; they are sprayed routinely with fungicides and 
insecticides, especially organophosphates, which kill 
insects by interfering with their nervous systems. As 
Suárez earned his medical degree in Quito and then his 
Ph.D. back in the U.S., he became curious about how 
those compounds might affect the people living nearby.

In 2008 he founded the Study of Secondary Expo-
sures to Pesticides among Children and Adolescents, 
known as ESPINA for its acronym in Spanish, to ex-
plore whether children in Pedro Moncayo were af-
fected by living in the center of greenhouse production 
and having parents and family members employed 
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and behavioral assessments. The team began publish-
ing results in 2012. From the beginning, they found 
problems in the children of flower-farm households 
that those with no farm connection did not share: first, 
changes in enzyme levels that affect neurotransmitters 
and indicate pesticide exposure—and later, effects on 
learning ability, depression, thyroid function and 
blood pressure. In one especially poignant result, they 
found that children linked to flower farms experi-
enced months-long damage to attention, self-control, 
and eye-hand coordination after one of the biggest 
spraying episodes of the year: the lead-up to the har-
vest to make Mother’s Day bouquets. 

During reassessments, the investigators recruited 
additional participants to the cohort, topping out at 
554 children and teens and collecting fresh samples of 
blood and urine from both new participants and long-

standing ones. They repeatedly found evidence of 
exposures to pesticides, demonstrating an ongoing 
problem. “There haven’t been any changes in regula-
tions when it comes to pesticide use,” Suárez says. 
National political interest in the issue has waxed and 
waned, he adds, but local governments have consis-
tently supported their agricultural workers as well as 
his research.

Suárez and his fellow investigators have tried to do 
so also. His parents, physician-epidemiologist Jose 
Suárez-Torres and anthropologist Dolores Lopez 
Paredes, created a local organization, Fundación Ci-
mas del Ecuador, that gathers international funding 
for educational exchanges and local initiatives. Per-
ceiving that flower production doesn’t produce any-
thing nutritious and also sends its products out of the 
country, the foundation sought to demonstrate an-
other vision of agriculture, creating an organic pro-
duce farm where more than 3,000 teens and young 
adults have received training in agroecology. “You 
have to give workers an alternative,” Suárez says. “You 
can’t just say, ‘Well, don’t work in flowers.’”

Other researchers have focused �on risks run by 
the workers themselves. Two decades ago epidemiol-
ogist Jinky Leilanie Lu, now a research professor at the 
University of  the Philippines Manila, documented 
physical and neurological symptoms—chills and fe-
ver, dizziness and headache, for example—in about 
one third of  workers whose jobs were mixing and 
spraying pesticides on flower farms. In 2009 research-
ers at the University of New Mexico and the University 
of Michigan reported on high miscarriage rates among 
the large number of women who worked in the Ecua-
dorian flower industry. They had a 2.6 times greater 
risk of miscarriage than other women. In 2015 a paper 
about flower greenhouse workers in Ethiopia uncov-
ered a series of health troubles. The country had expe-
rienced an explosion of rose cultivation over 10 years 
thanks to its mild climate and high elevation, going 
from a tiny industry to the fourth-largest exporter in 
the world. The research found that a large number of 
workers had rashes and other skin problems, and 
some had chronic coughs and shortness of breath. 

In 2017 a research team at the Autonomous Univer-
sity of Mexico State showed that birth defects in chil-
dren born in a floriculture region, to women who 
worked in or near flower farms, occurred in 20 percent 
of  births. That contrasted with 6 percent among 
women in the same state who worked outside of the 
flower industry. That same year a separate team of re-
searchers showed that greenhouse workers in two 
Mexican states who mixed and applied pesticides had 
higher levels of  pesticide biomarkers in their urine 
than did workers who had less contact with the chem-
icals. Then last year another paper reported that men 
who work in the Mexican flower industry and were 
often exposed to pesticides and fungicides have high 
blood levels of pro-inflammatory cytokines—small 

Kate Del Vecchio (�left�) 
collects deliveries at the 
Maine Flower Collective. 
The colorful flowers 
(�above�) are grown in 
season on local farms.  
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messenger proteins that normally alert the immune 
system to fight infection but can trigger chronic dis-
eases when they are too abundant.

The perils posed by extensive pesticide use on 
flower farms outside the U.S. do not stay confined to 
those properties and their workers. In 2016 research-
ers in Belgium, who were alarmed by reports of flower 
workers’ illnesses, published a study on the hazards of 
flowers after they were cut and shipped. The blooms 
were not subject to strict rules imposed on food, be-
cause they are not a crop intended for eating. In two 
studies, the scientists tested flower bouquets sold at 
florists and in supermarkets and found levels of fun-
gicides and pesticides—especially on roses—that 
could be harmful to the human nervous system if they 
were absorbed through the skin. 

To ascertain whether any real risk existed, in fol-
low-up research the scientists asked a group of florists 
to wear cotton gloves for several hours on two con
secutive days while trimming flowers and assembling 
bouquets and then analyzed what the gloves had 
picked up. They found 111 different agricultural  

chemicals, mostly pesticides and fungicides, present 
in concentrations up to 1,000 times higher than are 
allowed on produce. Several were present in such high 
concentrations that they represented both immediate 
and chronic risks to the florists’ health, capable of 
causing skin burns and eye irritation, risking damage 
to a fetus or exposing a breastfed child. The research-
ers noted that wearing gloves while working and not 
eating or smoking with flowers nearby would reduce 
the danger. 

In the most troubling example, chemical use on 
flower farms has reached far beyond the farm environ-
ment, and farm workers and flower handlers, to affect 
people not involved with agriculture at all. In the early 
2000s a group of physicians in the Netherlands began 
to notice a worrisome pattern in the sickest patients in 
their intensive care units. People whose immune sys-
tems have been undermined by illness and repeated 
rounds of drugs are vulnerable to what are called op-
portunistic infections, triggered by organisms that 
don’t cause disease in healthy people. 

One of the most feared is a fungus called �Aspergillus 

A new greenhouse 
(�above�) at Dandy Ram 
Farm holds snapdragons, 
zinnias, and many other 
flowers grown using 
organic farming princi­
ples by Bo Dennis (�oppo-
site page, left�) and 
Catalina Rodriguez (�right�). 
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fumigatus, �which lives in compost heaps and decaying 
vegetation and puffs out spores that drift through the 
air. A healthy immune system will sweep inhaled 
spores from the lung and dispose of them, but in some-
one with diminished defenses, they lodge in the lung 
lining and reproduce. The overwhelming infection 
that results, invasive aspergillosis, occurs in more than 
two million cases worldwide every year. It was almost 
always a death sentence until a class of  antifungal 
drugs called azoles debuted in the 1990s and began 
saving patients from it. 

But within 10 years of the drug class debuting, that 
trend reversed. ICU patients began dying again from 
invasive aspergillosis; when experts investigated, they 
discovered the fungus had developed resistance to 
azoles and was no longer vulnerable to the drugs’ attack. 
In critical care medicine, it is not unusual for infections 
to become resistant after rounds of drugs. But these 
azole-resistant infections were occurring in people who 
had never received those antifungals—and their organ-
isms displayed an identical genetic pattern even in pa-
tients hospitalized many miles from one another.

An informal strike force of physicians and micro-
biologists assembled to investigate the problem. If 
patients were suffering from azole-resistant infections 
yet had never received azoles in health care, the fungi 
that had taken hold in their bodies must have been 
exposed to antifungal compounds somewhere else 
first—and that exposure must have been common 
enough, across the Netherlands, to exert the same se-
lective pressure everywhere at the same time. 

The answer, it turned out, was flowers: the tulips 
that the Netherlands is famous for and the other bulb-
making blooms, lilies and hyacinths and alliums, in 
which it leads the world. At the same time that medi-
cine was benefiting from the new class of azole drugs, 
agriculture had been using a class of fungicides based 
on the same chemical structure. Bulbs planted in the 
Netherlands, grown to flowering and then harvested 
for sale around the world, were dipped into azoles or 
sprayed with the fungicides to protect the investment 
they represented. That blanket distribution had found 
its way to �Aspergillus �in discarded plants and compost 
heaps of trimmed foliage, and the spores of the newly 
resistant fungi had been breathed in by patients and 
made them untreatably ill.

By processes that no one has fully defined—simul-
taneous evolution, or international sales of plants and 
bulbs, or fungal spores carried on the wind—lethal 
azole-resistant �Aspergillus �spread worldwide. It is a 
persistent danger, says Paul Verweij, chief of medical 
microbiology at Radboud University Medical Center 
in the southern Netherlands, one of the first research-
ers to identify the problem. “The rate of occurrence is 
quite stable; it is not going down.”

To this point, there has been no indication that in-
ternational flowers pose a danger to everyday consum-
ers buying a bouquet at a supermarket. Patients who 
were sickened or killed by exposure to resistant �Asper-
gillus �were often already ill, and workers harmed by 
the procedures of flower growing were exposed by the 
nature of their jobs. But absent major changes in mass 
floriculture, those risks will remain. 

In the U.S., it is much less likely that small flower 
farmers will create risks for their workers or their com-
munities. These small growers don’t have the land or 
equipment to field thousands of acres of identical flow-
ers that may be overwhelmed by a single disease or 
pest. Nor are small growers compelled by contract to 
produce thousands of perfect stems to catch the mar-
ket for graduation or Valentine’s Day. Both of those 
circumstances can drive up agrochemical use.  

“The market has pretty much bifurcated into  
two streams,” says John Dole, a professor of horticul-
tural science at North Carolina State University and an 
adviser to the Association of  Specialty Cut Flower 
Growers. (“Specialty” designates less common flow-
ers, outside the market domination of roses, chrysan-
themums and carnations.) “We have the very large 
international growers, who ship primarily through 
Miami. They focus on low-cost production. They are 
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primarily supporting the big-box stores, which would 
be grocery stores and mass-market wholesalers. Most 
U.S. growers are not facing competition from Colom-
bia and Ecuador, simply because they’re growing dif-
ferent products.”

Out of  preference and for differentiation in the 
marketplace, many small-scale flower farmers follow 
organic principles, such as no synthetic fertilizers or 
pesticides, although they may not pursue the years-
long process to get usda organic certification. “Get-
ting that designation is expensive, so a lot of people say 
that they grow responsibly, sustainably,” says Val 
Schirmer, president of the specialty growers associa-
tion and a founder of  Three Toads Farm in central 
Kentucky. “Most of our growers don’t want to use pes-
ticides. They are much more likely to use beneficial 
insects and to improve their habitat, like for birds.” 
(Instead of the usda route, some farmers opt instead 
for Certified Naturally Grown, a peer-reviewed pro-
cess developed for small farms that allows growing 
flowers for which no organic seed is available.)

Without the pesticides and fungicides in use on 

large farms, workers and owners are safer, and re-
search conducted on flower farms that grow organi-
cally or sustainably backs up the assumption that they 
are healthier for the environment, preserving the di-
versity of  the soil microbiome. “Part of the reason 
these farms work fairly well is they mimic nature more 
closely,” Dole says. “Because of our diversified opera-
tions, we have a lot of insect pests. But we also have a 
lot of insect enemies.”

None of that would matter, of course, if small farms 
could not sell their product. “When I first started in this 
business, I would load my flowers into the back of my 
pickup truck and drive around to florists, and they would 
refuse categorically to buy local flowers,” says Kate Swift, 
a flower grower who has operated Cedar Farm Whole-
sale in New York’s Hudson Valley since 1997. “They felt 
that the quality was inferior. That’s how strong a hold 
overseas production had on the psyche of the buyer.”

By 2014, though, a usda analysis pegged floricul-
ture as the most lucrative product for most small farms 
(under 10 acres) in the U.S. that specialize in a class of 
crop, outpacing livestock, poultry and produce in 

Dennis (�above�) harvests 
a field of dahlias, each 
flower covered in a bag 
to shield it from the tar­
nished plant bug, a crop-
destroying insect. In  
the floral design barn 
(�right�), Dennis arranges 
cut flowers. 
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earnings per acre. In 2024 two thirds of  people re-
sponding to an annual survey by the National Garden-
ing Association said they would preferentially buy 
local flowers to support family farms and keep agricul-
tural jobs in their regions. Small flower farmers found 
customers first at farmers markets and among mem-
bers of community-supported agriculture programs, 
then at local florists, and finally by linking up with 
restaurants and event designers where they could 
charge a premium—in some cases, as at Dandy Ram, 
by becoming farmer-florists themselves.

To accomplish that, the farmers had to persuade 
their clients to embrace a new aesthetic: less polished 
and more primal, twining and frondy, founded on 
blossoms that might be too lush and soft to endure 
weeks of refrigerated storage but could be guaranteed 
to look and smell like nothing else. “I’m trying to con-
vince other floral designers that what they really want 
are locally grown, beautiful, interesting, unique flow-
ers,” says Stacy Brenner, a Maine state senator and  
one of the proprietors of Broadturn Farm in Scarbor-
ough, Me. “Trying to push them to think about shape 

and color and less about specific blooms, that you can 
make things look certain ways with color and texture, 
and you can use local flowers to do it.” 

If this sounds like the journey of food production in 
the late 20th century—away from conventional agri-
culture and toward sustainable and regenerative farms 
growing heirloom vegetables and heritage breeds—the 
parallels are close. Debra Prinzing was a journalist 
writing about architecture and interiors for glossy 
magazines when she started to think about the prove-
nance of flowers. The international Slow Food move-
ment had launched 20 years earlier, and in the U.S., 
food activists had begun to talk about consuming only 
food raised within  strict geographic limits. In 2007 
novelist Barbara Kingsolver published the best-selling 
�Animal, Vegetable, Miracle, �about relocating her family 
to Appalachia so they could eat from their own prop-
erty, and the New Oxford American Dictionary decreed 
“locavore” the word of the year. 

Prinzing lives in Seattle, infamous for its short, 
dark, winter days—yet in the wet worst of that season, 
she would walk into local supermarkets and encounter 
bright cellophane-wrapped bouquets that looked 
plucked from a summer field. The contrast jarred her. 
She wrote a book in 2012, �The 50 Mile Bouquet, �to sup-
port local flower production, and then a second the 
next year, �Slow Flowers, �borrowing the “slow food” 
nomenclature to provide a manifesto for local produc-
tion. In 2014 she founded the Slow Flowers Society 
and directory to help consumers find designers and 
producers. It has 750 members now. “If someone was 
tied into understanding where their food came from, 
it wasn’t much of a leap for them to say flowers are a 
legitimate form of agriculture,” she says, calling slow 
flowers an attempt to “redefine what is beautiful and 
redefine that if  you live in the seasons—which is the 
slow food ethos as well—you are not going to have ev-
erything all the time, 24/7, 365 days a year.”

T he benefit of the emergence �of U.S. slow 
flowers extends beyond supporting the farms 
themselves. By offering an alternative to foreign 

flowers, they are creating economies where their prod-
ucts and their vision can find a home.

On a sunny spring afternoon, vans pull up to a low 
white clapboard building on Crystal Spring Farm in 
Brunswick, Me., a historic property marked at the road-
side by a long horizontal sign of a big wood carrot with 
a bite taken out. The vans unload bucket after bucket of 
paper-wrapped sheaves of flowers: delicate lily of the 
valley and glowing pink bleeding hearts, refined pale-
blue nigella, smooth and frilly tulips in purple and apri-
cot, branches of lilac and beech and peach and apple 
blossoms, and dozens more colors and types. The 
sheaves come from farms; inside the shed, workers as-
sess their contents and sort them into new buckets to 
match 24 pages of orders tacked to the wood walls. Each 
order comes from a florist who placed it in the previous 
few days on the software platform of the Maine Flower 

FROM OUR ARCHIVES 
Blooms Away: The 
Real Price of Flowers. 
�Carolyn Whelan; 
ScientificAmerican.com, 
February 12, 2009. 
ScientificAmerican.
com/archive
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Collective, a member-owned cooperative launched in 
2023 that aggregates the products of local growers to 
make them easier for local designers to buy.

Before the collective began, the closest wholesale 
flower market was two states and 130 miles to the 
south in Chelsea, Mass., in Boston’s infamous traffic. 
“There was one in Bangor years ago, and it closed 
down,” says Sofia Oliver, the collective’s operations 
manager, tugging down a knit cap to protect against 
the chilly fragrant air. “Which I think was part of the 
reason a lot of  growers and buyers started working 
together to get this collective started.”

Every week local flower growers—41, on this May 
afternoon—post whatever looks ready on the collec-
tive’s private site, and designers peruse the offerings and 
place orders. On a morning after orders close, the collec-
tive’s vans take off on long loops around the state, scoop-
ing up harvested flowers and delivering them to the shed 
for sorting. Once they are matched to their orders and 
rebucketed, the flowers go into the shed’s coolers and get 
delivered the next day. It makes up a web of selling and 
buying and connection, an economic network that, 
thanks to local flowers, stitches together the state.

The new economic opportunities that small farm 
flowers represent stretch across the country. Take 
Utah, where flower farms have proliferated from 18 in 
2018 to 199 in 2023. Floriculture may fit well with local 
norms because it allows women to develop home-
based businesses. “We have a lot of women who are 
household managers and primary caregivers,” says 
Melanie Stock, an associate professor and extension 
specialist at Utah State University’s College of Agri-
culture and Applied Sciences who surveys the indus-
try. “It is such a premium, high-value crop, and they 
are entrepreneurs, so they are finding these small par-
cels of land and making it into a profitable business. It 
helps families out of underemployment without im-
posing associated childcare costs.”

And at its best, flower production allows farmers to 
extend to others the opportunities they have developed 
for themselves. For Dennis, owning Dandy Ram offers 
the possibility of bringing more LGBTQ people into 
agriculture. He and his partner have set aside some of 
their acreage to lease to brand-new queer farmers, cre-
ating an incubator for those who cannot yet afford their 
own. “A big reason why I keep farming is to build com-
munity,” he says, “so we share land with a few people 
who are learning how to grow.”

The collective action, the support for others, the 
community building—as much as the flowers them-
selves, they are acts that bring beauty into the world. 
For flower farmers, it is especially poignant that these 
investments in the future arise from something so 
ephemeral. “It may look very glamorous from all of the 
things that people see and post online, but it’s definitely 
still difficult,” Oliver notes. But the blooms are worth 
it, she says: “Flowers are like food for the soul. They fill 
a different kind of need. Some people might think of 
them as frivolous, but they bring people joy.” 
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Cosmos and other cut flowers 
are made into bouquets 

at Dandy Ram Farm. 
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It turns out that planetary systems in our galaxy 
exhibit remarkable diversity—some have tightly 
packed planets in exotic configurations; others are 
dominated by gas giants skimming their stars. Now 
a new era of  planetary science has emerged: exo-
planet demographics. By analyzing patterns in the 
sizes, orbits and compositions of  the planets they 
detect, scientists are uncovering the real processes 
that shape planetary systems. What we are finding 
is not a simple narrative but a puzzle: striking trends 
in planet populations that challenge our under-
standing of  how planets are born and grow. 

These trends offer new clues about the answers to 
fundamental questions: Why are there very few 
planets in particular size ranges—most notably a 
swath of  “missing planets” somewhat larger than 
Earth? Why does our solar system lack the most 
common types of planets in the galaxy—those larger 
than Earth but smaller than Neptune? And perhaps 
most important, how do these findings affect our 
search for habitable worlds? 

Unraveling these mysteries isn’t just about study-

ing individual planets—it’s about seeing the big pic-
ture. By investigating the patterns in exoplanet de-
mographics, we’re learning not only what makes 
planetary systems tick but also where our solar sys-
tem fits into this galactic context. Ultimately, we 
want to know whether our planet is rare—or whether 
the conditions that allowed life to arise here might 
be plentiful out there. 

The first confirmed �exoplanets were discovered in 
1992 orbiting a pulsar—a radio-wave-emitting, rap-
idly rotating neutron star formed from the aftermath 
of a massive star turned supernova. It’s still unclear 
whether these pulsar planets survived the supernova 
explosion or formed from its debris. In either case, 
they are outliers in the known exoplanet dataset. 

The real breakthrough came in 1995 with the dis-
covery of 51 Pegasi b, the first exoplanet found orbit-
ing a sun-like star. This world defied all expectations. 
Rather than a distant gas giant like Jupiter, 51 Pegasi b 
was a behemoth half the mass of Jupiter but orbiting 
astonishingly close to its star, whipping around it once 

FOR CENTURIES �our solar system was the only planetary system known to 
humans. We had no proof other worlds existed beyond those in our own 
cosmic backyard, and we imagined that if other planetary systems were 
out there, they would mirror ours: small, rocky worlds orbiting close to 
their stars, with giant planets similar to Jupiter and Saturn farther out. 

Scientists studied the history of our sun and its satellites with all the tools they had, and 
they used the knowledge they gained to shape our understanding of how planets form and 
evolve. But about three decades ago astronomers discovered exoplanets circling stars that 
were not our own. In the years since, we have found thousands of them, shattering what  
we thought we knew about planets. 
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every 4.2 days. At such proximity the planet would 
broil at around 1,800 degrees Fahrenheit, hot enough 
to vaporize some metals. Although 51 Pegasi b has 
only about half Jupiter’s mass, this extreme tempera-
ture causes the gas to inflate, giving the planet a radius 
twice as big as Jupiter’s. Astronomers dubbed this 
strange new class of planets “hot Jupiters.” 

The existence of  hot Jupiters threw a wrench 
into the leading planet-formation models. Theories 
had been based on the structure of  our solar sys-
tem, where rocky worlds orbit close to the sun, and 
gas giants stay much farther out in colder regions 
where they can accumulate hydrogen and helium 
gas. But here was a Jupiter-mass world that some-
how occupied the searing-hot inner reaches of  its 
planetary system. If  massive planets could form so 
close to their stars—or form farther out and move 
there later—what other unexpected arrangements 
might exist? 

Astronomers discovered 51 Pegasi b by detecting 
a wobble in its star’s motion caused by the gravita-
tional tug of  the orbiting planet—a technique called 
the Doppler (or radial velocity) method. As a planet 
orbits, it pulls its star slightly toward it. From our 
perspective on Earth, that star moves closer toward 
and then away from us (if  the orbit is at the right an-
gle from our line of  sight), causing the star’s light to 
alternately redshift and blueshift, similar to the way 
the pitch of an ambulance siren rises as it approaches 
and falls as it passes by. The more massive the planet 
and the closer its orbit, the greater the stellar wobble 
and the easier it is to detect. 

That’s why the first exoplanets found with this 
method were hot Jupiters—and why this strategy has 
a strong detection bias for large planets in close orbits. 
As more planets were discovered with the radial ve-
locity method, patterns began to emerge. By 2008, 
after surveying hundreds of stars, researchers found 
that about 10 percent of sun-like stars host giant plan-
ets within a few times the Earth-sun distance (called 
an astronomical unit). Yet these early demographic 
patterns were clouded by our observation biases. 

A major step forward in planetary demographics 
came when nasa launched its Kepler Space Tele-
scope. By staring continuously at more than 150,000 
stars for four years, Kepler detected thousands of 
planets, using what’s called the transit method. It 
searched for the slight dimming of  a star’s light that 
occurs when a planet passes in front of  it from our 
point of  view. The results were startling: Erik A. 
Petigura, my Ph.D. adviser at the University of  Cal-
ifornia, Los Angeles, analyzed the Kepler data and 
showed that approximately half  of  all sun-like stars 
host at least one planet between Earth and Neptune 
in size. These planets, which don’t exist in our solar 
system at all, seem to make complete orbits around 
their stars in weeks or months rather than years. In 
retrospect, it had been shortsighted to think our so-
lar system was the galactic template. As a rule of 

thumb in astronomy, however, it’s usually safe to 
assume our perspective is average and not special, so 
I think we can be forgiven. 

As the Kepler sample grew, a mystery became 
more and more apparent. Astronomers saw a strik-
ing dearth of  planets with sizes around 1.6 to 1.9 
Earth radii, which they called the radius gap. This 
finding was no detection-bias fluke—after research-
ers had accounted for all the selection effects and 
biases in the observations, the gap remained. Some-
thing about planet formation or evolution must ac-
tively prevent planets from maintaining this inter-
mediate size, most likely a process that strips atmo-
spheres from planets in this range. 

Adding further intrigue to this puzzle is a phe-
nomenon known as the “hot Neptune desert.” Plan-
ets the size of  Neptune are conspicuously absent on 
orbits shorter than about three days. The reasons for 
this scarcity are still under investigation, but ex-
treme radiation from stars at this distance and tidal 
forces probably contribute to this trend. Just as we 
see with smaller planets that have masses near the 
radius gap, short-period Neptunes are especially 
vulnerable to atmospheric loss. Over time their 
thick gaseous envelopes may be completely stripped 
away, leaving behind bare, rocky cores that we might 
classify as super Earths—scaled-up versions of  our 
rocky world. Scientists think the hot Neptune desert 
is therefore a more extreme case of  the same pro-
cesses shaping the radius gap. (As we gathered more 
observations, some theories even predicted these 
features as a consequence of  the radiation streaming 
from stars.) 

Follow-up radial velocity observations with 
ground-based telescopes added another crucial 
piece to the puzzle. By measuring the masses of 
known exoplanets, astronomers found that the ra-
dius gap corresponds to a transition in composition. 
Planets with masses below the gap are dense and 
rocky like Earth, whereas those above it have lower 
densities, indicating substantial atmospheres. The 
smaller planets appear to be super Earths. The larger 
ones are “mini Neptunes” with rocky cores en-
shrouded by thick layers of  hydrogen and helium. 

This demographic pattern poses fundamental 
questions. Do all small planets start with substantial 
atmospheres, and do some lose them over time? Or 
do they form with different compositions from the 
beginning? Recent observations of  planets actively 
losing their atmospheres suggest gas loss plays a sig-
nificant role. 

We want to know whether our 
planet is rare—or whether the 
conditions that allowed life  
to arise here might be plentiful. 
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51 Pegasi b (a.k.a. Dimidium) 
was the first exoplanet found 
orbiting a sun-like star.

WASP-69b is a hot Jupiter 
that is actively losing its 
atmosphere as its host star 
blasts it with radiation.

Among the most well-studied 
systems beyond our own is 
the star TRAPPIST-1 and its 
seven rocky planets in the 
“habitable zone” where liquid 
water may exist on them. 

K2-18b is a sub Neptune 
where researchers made a 
controversial potential 
detection of dimethylsulfide, 
a chemical produced on 
Earth by microbial ocean 
life. Scientists don’t have 
enough data yet to say for 
sure whether this planet 
might be habitable.
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Exoplanet Demographics 
Astronomers have discovered more than 5,000 planets around 
other stars so far. Some puzzling large patterns have emerged, 
such as a lack of planets with radii somewhat larger than 
Earth’s but a fair bit smaller than Neptune’s—a mysterious 
absence called the radius gap. There also seem to be almost  
no “hot Neptunes”—Neptune-size worlds orbiting close to their 
stars. Scientists suspect processes that strip gas off planets 
after they form, such as the wind caused by the strong 
radiation streaming off stars, can explain these gaps. A catalog 
of nearly 1,000 known exoplanets is shown here. 

GRAPHIC BY NADIEH BREMER

OUR 
SOLAR SYSTEM 

The planets orbiting our sun, 
once thought to be a blueprint for 

most star systems, turn out to be less 
common than we thought. Most extrasolar 

systems, for instance, seem to have at least 
one mini Neptune or one slightly larger Earth 

(called a super Earth) circling within the 
distance between Mercury and our sun. 

Knowledge so far is limited, however, 
by our planet-discovery methods, 

which favor planets on short, 
close orbits. 
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Astronomers think �there are several processes 
that can rip atmospheres off  planets or limit their 
formation in the first place. The two leading con-
tenders are photoevaporation and core-powered 
mass loss. Together they may explain the radius gap 
and the hot Neptune desert. 

Photoevaporation is one of  the best explanations 
for the radius gap. When young stars ignite, they 
unleash extreme ultraviolet and x-ray radiation, 
along with powerful winds of  charged particles. 
Planets that orbit too close to their host stars find 
themselves bathed in this radiation, which heats 
their atmospheres to the point where particles can 
escape into space. 

Imagine two newly formed planets orbiting at the 
same distance from their respective stars, each start-
ing with a rocky core and a substantial hydrogen-
helium gas envelope. Planet A has a lower mass and 
weaker gravity, so it can’t hold on to its atmosphere 
as the star pumps energy into it. It quickly loses all 
its gas to space and becomes a dense, rocky super 
Earth. When we observe this system, the atmo-
sphereless planet appears smaller in size. Planet B, 
however, has a higher mass and stronger gravity, 
which allows it to retain most of  its atmospheric en-
velope. When we observe this system, the planet 
appears large because of  its light and puffy primor-
dial cocoon. 

The photoevaporation theory makes several pre-
dictions that match observed patterns. For example, 
the radius gap should slope downward with orbital 
period because planets closer to stars experience 
more intense radiation and need to be more massive 
to survive with their atmospheres intact. Similarly, 
we see a lack of  Neptune-size planets with orbits 
shorter than three days, the so-called hot Neptune 
desert. This region is where atmospheric escape is so 
efficient that only rocky cores can survive. 

The second mechanism for the disappearance of 
planet atmospheres is core-powered mass loss, 
which is caused by the heat generated within a planet. 
After planets form, they hold on to significant 
amounts of  heat from the process of  pulling mass 
into themselves. This residual internal energy can 
warm the base of  the atmosphere as the planet cools, 
lifting up the primordial envelope from below and 
helping gas to escape, along with the pull from stel-
lar radiation. 

Core-powered mass loss suggests that smaller 
and less massive planets, with weaker gravity and 
less insulating gas, lose their atmospheres from be-

low as they cool over hundreds of  millions of  years. 
Larger planets, in contrast, have enough gravita-
tional strength to retain their envelopes despite the 
internal heating. This mechanism also aligns with 
the radius gap, given that intermediate-size planets 
are most susceptible to atmospheric loss through 
this process. 

Ultimately, hot planets cool off, and stellar irra-
diation heats up atmospheres. Astronomers think 
both mechanisms are at work, but the jury is still out 
on which theory has its thumb pressed more heavily 
on the planetary-evolution scale. It’s likely the out-
come depends on the specific conditions of  the 
planet in question. 

Other processes may also contribute. The rapid 
boil-off  theory, for instance, posits that during a 
planet’s early years, shortly after its star has formed, 
the debris disk circling the star—which contains the 
raw ingredients that were used to build the plan-
ets—gets cleared out. The resulting rapid drop in 
pressure around the planet may drive a sudden boil-
off phase for its atmosphere. 

In other cases, planets may form in gas-poor en-
vironments. These worlds would naturally lack thick 
atmospheres from the start, leading to a rocky com-
position. Finally, massive impacts between young 
planets could strip away their atmospheres, leaving 
behind bare, rocky cores in what’s called collisional 
stripping. Although this process is probably rare, it 
may explain some planetary populations. 

Recent observations �have begun to catch 
some of these situations in action, providing di-
rect evidence of atmospheric escape. Because 

planets are most likely to let go of mass when they’re 
young, most small planets we can observe aren’t un-
dergoing significant loss. There is, however, a favor-
able scenario for observing an atmosphere escaping in 
real time: a gas giant on a close-in orbit, also known as 
a hot Jupiter. 

A compelling example is the planet WASP-69b, 
which my group observed using the telescope at the 
W. M. Keck Observatory in Hawaii. WASP-69b is 
a Jupiter-size, Saturn-mass gas giant orbiting so close 
to its star that a full trip around it takes the planet 
only 3.8 days. In a paper we published in 2024, we 
reported outflows of material around the planet that 
indicate it is actively losing helium. In this case, the 
mass-loss mechanism must be photoevaporation. 
The planet is too massive to lose mass to internal 
heating; instead it’s getting blasted with high-energy 
radiation from its host star. Our observations re-
vealed that WASP-69b is losing about 200,000 tons 
per second, or one Earth mass per billion years. Fur-
thermore, there have been dramatic variations in the 
shape of the outflow of escaping gas: sometimes it has 
a cometlike tail stretching over 350,000 miles, and at 
other times it appears far less prominent. 

This variability in outflow probably stems from 

Our solar system, once thought  
to be the blueprint for all planetary 
systems, now stands as just one 
of countless possibilities.
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changes in the host star’s activity. Much as our sun cy-
cles through periods of  heightened and decreased 
activity during its magnetic cycle, stars can experi-
ence periods of  more or less intense radiation and 
flaring. Stretches of heightened stellar activity might 
boost atmospheric escape rates and change the shape 
of any material rushing off the planet. This dynamic 
interplay between star and planet illustrates that at-
mospheric loss may not be a steady, uniform process 
even in more mature planets. Rather it’s an ongoing 
battle shaped by both the properties of the planet and 
the mood of its star. 

Our findings and others show how photoevapora-
tion can help explain both the radius gap and the hot 
Neptune desert by demonstrating this mass-loss pro-
cess in real time. For a given orbital distance, planets 
require a minimum mass to hold on to their atmo-
spheres amid the onslaught of  high-energy stellar 
radiation. The radius gap separates the planets that 
are massive enough from those that are not. The hot 
Neptune desert demonstrates how this concept is am-
plified as a planet gets nearer to the star and the stellar 
irradiation increases exponentially. At sufficient 
proximity to a star, �only �hot Jupiters have the mass 
required to retain an atmosphere—all other planets 
get stripped to their bare, rocky core. 

The next decade �should be an exciting stage for 
refining our understanding of planetary demograph-
ics. Although most astronomers agree that atmo-
spheric mass loss is the primary reason we don’t see 
slightly bigger Earths or hot Neptunes on close or-
bits, the finer details remain unresolved. Is photo-
evaporation, driven by stellar radiation, the domi-
nant factor? Or does core-powered mass loss, fueled 
by a planet’s internal heat, play a larger role? Untan-
gling the contributions of these mechanisms requires 
a new generation of telescopes and instruments ca-
pable of precisely measuring planetary masses, com-
positions and atmospheres. 

We hope to better understand how the radius gap 
depends on stellar type. For low-mass stars, such as M 
dwarfs, the radius gap appears to shift—smaller plan-
ets around these stars are able to retain atmospheres 
more often because they are exposed to less radiation 
than larger stars put out. The radius gap is usually less 
defined because low-mass stars put out different 
kinds of  radiation than larger stars. The planets 
around these stars also tend to have greater core-
composition diversity, and these systems may have an 
increased rate of major collisions. 

Planets around M dwarfs also tend to orbit much 
closer, where stellar activity such as flares and winds 
can have a big effect on atmospheric retention. Close 
inspection of  these worlds has revealed hints that 
some of  them might harbor significant amounts of 
water, potentially in the form of deep global oceans 
underneath hydrogen-rich atmospheres. These “wa-
ter worlds” would occupy a unique position in plan-

etary demographics, challenging simple models of 
rocky super Earths and gas-rich mini Neptunes. 

New ground-based instruments such as the Keck 
Planet Finder, which recently went online at the Keck 
observatory, and other high-precision radial velocity 
tools will be indispensable in testing our theories. By 
enabling us to measure planetary masses across a wide 
range of star types, these advances will help us deter-
mine whether the masses of super Earths and sub  
Neptunes align with predictions from our various mod-
els. In multiplanet systems, these kinds of data can help 
disentangle the effects of stellar irradiation history, 
allowing researchers to compare planets that formed 
under similar conditions.

nasa’s Transiting Exoplanet Survey Satellite mis-
sion is conducting extended monitoring over long 
timescales that could reveal planets with slightly 
wider orbits around their stars than most known 
worlds have. By filling out this sparsely populated re-
gion of small exoplanets with longer orbital periods, 
these discoveries will provide crucial data for under-
standing how atmospheric loss and composition vary 
across a broader range of planetary environments.

The big leap forward should come when some 
big-ticket telescopes come online in the next de-
cades. Ground-based super telescopes, such as the 
European Southern Observatory’s Extremely Large 
Telescope, are expected to see first light in the late 
2020s. These instruments will excel at observing 
young, luminous planets still glowing with the heat 
of  their formation. Such gigantic telescopes will of-
fer critical insights into the chaotic early stages of 
planetary evolution, when atmospheres are most 
vulnerable to loss. 

The Habitable Worlds Observatory, a nasa flag-
ship space telescope, is planned to launch in the 
2040s. It is being designed to detect and study Earth-
like planets in the habitable zones of sun-like stars. 
The aim is to use the observatory to directly image 
these worlds and analyze their atmospheres to search 
for signs of oxygen, methane and water vapor—key 
indicators of habitability. 

What we learn from all these new tools will reach 
far beyond planetary demographics. By studying 
how planets lose or retain their atmospheres, we are 
unlocking the secrets of  habitability, diversity and 
the forces that sculpt worlds across the galaxy. 

Our solar system, once thought to be the blueprint 
for all planetary systems, now stands as just one of 
countless possibilities—a unique configuration in a 
cosmos teeming with variety. Most stars host planets 
unlike anything in our cosmic neighborhood, remind-
ing us that the universe is richer and more surprising 
than we have imagined. By untangling the forces that 
shape these distant worlds, we inch closer to answer-
ing some of humanity’s oldest questions: How com-
mon are planets like Earth? Is there other life among 
the stars? And what does our place in this vast and 
intricate universe truly mean? 

FROM OUR ARCHIVES 
Life as We Don’t Know 
It. �Sarah Scoles; Febru­
ary 2023. Scientific 
American.com/archive
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THE 
BIRD 
THAT 

BROKE 
THE 

BINARY 
A backyard sparrow offers a new 

way of thinking about sexes 
BY DONNA L. MANEY
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Donna L. Maney � 
is a neuroscientist  
at Emory University.  
Her current research 
focuses on how sex  
and gender are treated 
as variables in bio­
medical research. 

But later that day you notice Juliet teed up on the 
fence, belting out a song. Juliet’s song is even louder 
and showier than Romeo’s. You wonder, Do female 
birds sing? Then you see Romeo bringing a twig to the 
pair’s nest, hidden under a shrub. Your field guide says 
that in this species the female builds the nest by her-
self. What is going on? 

Turns out, when you named Romeo and Juliet, you 
made the same mistake 19th-century artist and natu-
ralist John Audubon did when, in his watercolor of this 
species, he labeled the bright member of the pair “male” 
and the drab one “female.” Romeo might look male, 
even to a bird expert such as Audubon, but will build a 
nest and lay eggs in it. Juliet, who might look female, 
has testes and will defend the pair’s territory by singing 
both alone and alongside Romeo, who also sings.

Juliet and Romeo are White-throated Sparrows 
(�Zonotrichia albicollis�). At first glance, members of 
this species of songbird might look rather ordinary. 
For example, like many other songbirds, one member 
of  each breeding pair of  these sparrows has more  
striking plumage—that is, its appearance is what we 
would traditionally consider malelike for songbirds. 
The other bird in the pair is more femalelike, with 
drabber plumage. 

On closer inspection, White-throated Sparrows are 

quite remarkable. If we were to assume that the brighter 
bird in each breeding pair is the male, we’d be right 
only half  the time. In about 50 percent of breeding 
pairs of White-throated Sparrows, the brighter bird 
has the testes and the drabber bird has the ovaries, in 
keeping with the typical songbird pattern. In the rest 
of the breeding pairs, however, the bird with the more 
striking plumage is the one with the ovaries, and the 
duller bird has the testes. 

Researchers have known since the 1960s that 
White-throated Sparrows occur in two color forms: a 
brighter “white-striped morph” and a plainer “tan-
striped morph.” Even though morph has nothing to do 
with sex—birds of each morph are equally likely to 
have ovaries or testes—the birds still pay attention to 
morph when choosing mates. Whether male or fe-
male, tan-striped birds almost always choose white-
striped mates, and vice versa. Each bird, therefore, 
chooses a mate from only 25 percent of the population; 
if you are a tan-striped female looking to make some 
babies, a male of the same morph just won’t do. You 
want a male with �white �stripes on his head. 

This interesting and complex situation has earned 
this species the nickname “the bird with four sexes.” 
But to be clear, White-throated Sparrows do not have 
four different types of gonads. As in other birds, each 

IT’S SPRINGTIME IN YOUR BACKYARD. �You watch a pair of little brown songbirds flit 
about, their white throats flashing in the sun. One of the birds has striking black 
and white stripes on its crown and occasionally belts out its song, “Old Sam Pea-
body, Peabody, Peabody.” Its partner is more drab, with tan and gray stripes on 
its head and brown streaks through its white throat. Knowing the conventional 

wisdom about songbirds—that the males are f lashy show-offs and the females more  
camouf laged and quiet—you decide to name the singer with bright plumage Romeo  
and the subtler one Juliet. 

© 2025 Scientific American
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individual typically has either two testes that produce 
sperm or a single ovary that produces eggs. Neverthe-
less, as recent research has shown, this species has 
much to teach us about the nature of sex variability—
the way in which sex-related behaviors are influenced 
by genes, the complex structure of  sex-associated 
chromosomes and the evolution of sexual reproduc-
tion itself. Importantly, this species challenges the 
practice of flattening nature’s wondrous diversity into 
two categories, male and female. 

I have spent �the past 25 years studying this fascinat-
ing species, trying to understand how social behavior 

and the structure of genomes can influence each oth-
er’s evolution. White-throated Sparrows are a partic-
ularly good model for this line of research because the 
categories of sex and morph are each associated with 
special chromosomes. The sex chromosomes, which 
in birds are known as Z and W, influence whether pri-
mordial gonads develop as ovaries or testes. Birds 
with both the Z and the W typically develop an ovary, 
whereas birds with two copies of the Z develop testes. 
Color morph is associated with a different chromo-
some, chromosome number 2. Like sex chromo-
somes, chromosome 2 in White-throated Sparrows 
occurs in two versions. The first, which we’ll call the 

WHITE-STRIPED MORPH TAN-STRIPED MORPH

M
A

LE
FE

M
A

LE

Key chromosomes

Zonotrichia albicollis
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An Unusual Mating Strategy
White-throated Sparrows occur in two forms, the white-
striped morph and the tan-striped morph. Birds of each morph 
are equally likely to have ovaries or testes. When choosing 
mates, the birds pay attention to both sex and morph, which 
are each associated with special chromosomes. The sex chro-
mosomes are “Z” and “W.” Birds with both the Z and the W 
typically develop an ovary, whereas birds with two copies of 

the Z develop testes. Color morph is associated with chromo-
some number 2, which in White-throated Sparrows occurs in 
a “standard” version and a rearranged version that contains 
a so-called supergene. Birds with the supergene are, on aver-
age, more territorial and less parental than birds without it. 
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standard version, was the first to be sequenced by sci-
entists. The other is a rearranged version that con-
tains a “supergene,” which is technically a collection 
of  genes bound together. Whether male or female, 
birds with a copy of the supergene develop as white-
striped; birds with only the standard chromosome 
develop as tan-striped.

Although color morphs in White-throated Spar-
rows are not technically sexes, the standard and 
supergene-bearing versions of chromosome 2 share 
features with the human sex chromosomes X and Y, 
respectively. In a typical breeding pair, one bird has 
two copies of the standard version, analogous to the 
XX genotype in humans. The other bird has one copy 
of the standard and one copy of the supergene, analo-
gous to the XY genotype. Just as humans with two 
Y  chromosomes are rare, the number of  White-
throated Sparrows with two copies of the supergene is 
vanishingly small. Almost all birds of  the white-
striped morph have one standard version of chromo-
some 2 to pass down and one version with the super-
gene. As a result, half the offspring of each breeding 
pair will inherit the supergene, and half will not. 

The supergene-bearing version of chromosome 2 
resembles the mammalian Y chromosome in other 
ways. To understand the similarities, let’s consider 
how it came to exist. Geneticist James W. Thomas, 
who was then at Emory University, and his laboratory 
demonstrated that the supergene itself is made up of 
several inversions—large sections of DNA sequence 
that long ago flipped 180 degrees relative to the stan-
dard sequence. The rearranged region on chromo-
some 2 in White-throated Sparrows is so large that the 
two different versions cannot line up precisely beside 
each other and swap genes, a process known as re-
combination. Generally speaking, mismatched se-
quences aren’t a big problem, so long as there is an-
other copy of  the same version of  the chromosome 
nearby to line up and swap genes with. But for the su-
pergene version of chromosome 2, there usually isn’t 
one. As is the case for the mammalian Y chromosome, 
individuals with the supergene chromosome typically 
have only one copy of it. So, whereas in the tan-striped 
birds the two copies of the standard version of chro-
mosome 2 can recombine freely with each other, in 
white-striped birds the supergene version of  the 
chromosome stands alone, unable to recombine with 
a partner. 

This isolation has caused the gene sequences in-
side the supergene to slowly diverge from the corre-
sponding sequence on the standard version, becom-

ing less and less similar to it over time. Escaping re-
combination also causes the genes inside the super-
gene to become locked together, meaning that each 
white-striped bird inherits a large block of increas-
ingly differentiated genes. For these sparrows, those 
differentiated genes translate to differences in plum-
age and behavior.

The evolutionary changes taking place in chromo-
some 2 in White-throated Sparrows loosely recapitu-
late a classical theory of the evolution of sex chromo-
somes. In the case of  the X and Y chromosomes in 
mammals, suppression of  recombination has been 
hypothesized to cause progressive loss of gene func-
tion and even the loss of entire genes. Over time the Y 
chromosome has degenerated such that it shares only 
a handful of genes with the X. The same scenario has 
played out for sex chromosomes in a wide variety of 
species, including other mammals, birds and many 
insects: a chromosome associated with either testicu-
lar or ovarian development has stopped recombining 
with its former partner and has differentiated sub-
stantially. The supergene-bearing chromosome 2 in 
White-throated Sparrows seems to be in the same 
situation. To investigate these parallels more closely, 
we worked with researchers at the Georgia Institute of 
Technology, led by Soojin V. Yi. Our study revealed 
that the supergene shows only minimal signs of degen-
eration. Thus, although the chromosome with the 
supergene may be recapitulating the evolution of a 
sex-chromosome-like system in many ways, we don’t 
see obvious evidence that it will end up small, like the 
Y, anytime soon.

The White-throated Sparrow’s chromosome 2 also 
resembles the mammalian XY chromosome system 
with respect to its consequences for behavior. Birds 
with the supergene version—that is, the white-striped 
birds—defend their breeding territories more vigor-
ously on average than do their tan-striped counter-
parts, who spend more of their time bringing food to 
offspring in the nest. In other words, behaviors we 
expect to be associated with the Y chromosome in 
mammals—namely, prioritizing territorial aggression 
over parental care—have become associated with the 
supergene even though the supergene is not located on 
a sex chromosome. These behaviors have become dis-
sociated from the gonads.

This dissociation makes this species especially 
valuable for understanding the evolution of  sex-
related traits and the extent to which any individual 
can be said to be one sex versus another. In White-
throated Sparrows, we see “masculine” and “femi-
nine” traits distributing themselves in a manner 
clearly orthogonal to gonadal sex. White-striped birds 
with ovaries behave in a way that is more masculine 
than we expect for female songbirds, and tan-striped 
birds with testes look and behave in a relatively femi-
nine way. Because the behavioral differences between 
the morphs can be attributed to a genetic sequence not 
associated with sex or sex chromosomes, the super-

White-striped birds with ovaries 
behave in a way that is more 
masculine than we expect for 
female songbirds. 
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gene provides an important tool with which to identify 
gene variants that nudge a sparrow in one behavioral 
direction or another no matter what gonads it has.

Twentieth-century geneticist �Theodosius 
Dobzhansky, who once said, “Nothing in biology 
makes sense except in light of evolution,” spec-

ulated that inversions are adaptive because they cap-
ture and bind together gene variants that confer a col-
lective benefit when inherited together. The inversions 
that make up the White-throated Sparrow supergene 
have captured about 1,000 genes that are slowly dif-
ferentiating from the standard versions—certainly a 
rich source of possibilities for co-adaptation.

In my laboratory at Emory, we went on the hunt for 
gene variants inside the supergene that shift the be-
havior of the white- and tan-striped sparrows in mas-
culine and feminine directions, respectively. We knew 
that circulating levels of steroid hormones—namely, 
testosterone in males and estradiol in females—are 
higher in white-striped than tan-striped birds. This 
morph difference in hormone levels does not, how-
ever, explain the differences in their behavior. When 
we experimentally equalized levels of  steroid hor-
mones between the morphs, the white-striped birds 
were still more aggressive, despite having levels of 
steroid hormones identical to those of the tan-striped 
birds. Perhaps the white-striped birds are simply 
more sensitive to their own circulating steroids.  
If  so, we wondered, what is the biology underlying  
that sensitivity?

To answer that question, Brent M. Horton and I led 

a team to take a neuroscience approach. We reasoned 
that increased sensitivity to steroid hormones in 
white-striped birds might come from higher levels of 
the receptors for those hormones in their brains. Sure 
enough, in a part of the brain associated with repro-
ductive behaviors, white-striped birds have extraor-
dinarily high activity of a gene encoding a steroid-hor-
mone receptor important for territorial aggression. 
This gene, called �ESR1, �is located inside the region of 
chromosome 2 that corresponds to the location of the 
inversions. Over evolutionary time the variant of �ESR1 
�inside the supergene has diverged genetically from its 
counterpart on the standard chromosome. This ge-
netic divergence has revved up the activity of the su-
pergene variant such that white-striped birds have 
higher levels in this brain region than do tan-striped 
birds. Moreover, the more active the supergene variant 
of �ESR1 �relative to the standard version, the more ag-
gressive the bird. We had our smoking gun.

To show definitively that this receptor plays a 
causal role in white-striped aggression, Jennifer R. 
Merritt, then a graduate fellow at Emory, led an effort 
to experimentally manipulate the molecular products 
of  the �ESR1 �gene. We hypothesized that if  white-
striped birds were more aggressive because of higher 
levels of the hormone receptor, then the morph differ-
ence in aggression should disappear if we experimen-
tally reduced production of the receptor in those birds 
down to the tan-striped level in the brain region in 
question. Just as we predicted, white-striped birds 
with reduced receptor levels showed no more aggres-
sion than tan-striped birds. In other words, we were 

In White-throated 
Sparrows, both white-
striped birds (�right�)  
and the drab tan-striped 
birds (�left�) sing.
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able to change their behavior from white-striped to 
tan-striped by altering the activity of a single gene.

As exciting as that finding was, we were under no 
illusion that the aggressive behavior of  the white-
striped morph can be explained by just one gene. We 
believe, as Dobzhansky would have, that the behavior 
is influenced by multiple, co-adapted genes inside the 
supergene. Our analysis of all the genes inside the su-
pergene, spearheaded by Emory researcher Wendy M. 
Zinzow-Kramer, showed that �ESR1 �is part of a large 
network of genes inside the supergene that predict 
territorial aggression. Perhaps these genes act to-
gether somehow to alter both plumage and behavior.

Armed with the knowledge that the neighbors of 
influential genes can have related functions, we di-
rected our attention to a gene that is practically adja-
cent to �ESR1 �inside the supergene. This gene, known 

as �VIP, �is active widely in the brain and influences a 
variety of social behaviors across vertebrates. In song-
birds, it promotes aggression when activated in one 
part of  the brain and parental behavior in another. 
Because these behaviors are the ones that differ be-
tween the morphs in White-throated Sparrows, this 
gene was a prime candidate for further investigation.

Horton and his team showed that in the brain re-
gion where �VIP �is associated with aggression, activity 
of the �VIP �gene is higher in the white-striped morph. 
In the brain region associated with parenting, its ac-
tivity is higher in the tan-striped morph. Because 
white-striped birds are more aggressive and tan-
striped more parental, this finding strongly suggested 
a role for �VIP �in the behavioral differences. But how 
can the same gene variant be revved up in one brain 
region and ramped down in another? 

A group led by Mackenzie R. Prichard, then a grad-
uate fellow at Emory, provided an important clue. The 
�VIP �variant inside the supergene differs from the stan-
dard version not only genetically but also in another 
important way. DNA can be tagged with chemical 
markers that are not part of the gene sequence—they 
attach to it epigenetically, which can silence the gene. 
In the brain region where �VIP �promotes aggression, 
these tags are significantly reduced on the supergene 
variant of �VIP. �Although we do not totally understand 
the mechanisms that regulate the tags, their removal 
from the supergene probably allows the peptide that 
VIP encodes to be produced at higher levels in this 
brain region in the white-striped birds. The situation 
looks different in the brain region associated with par-
enting, where the relative activity of the supergene 
variant of �VIP �is significantly lower. 

These findings are exciting because they show that 
production of the VIP peptide is regulated differently 
in each of  these two brain regions in ways that are 
adaptive for each morph. In the brain region where 
�VIP �promotes aggression, the brakes have come off the 
supergene version of the gene. The resulting higher 
activity may allow the white-striped birds to produce 
more VIP peptide where it is needed for aggression. In 
the region where �VIP �promotes parental behavior, the 
brakes are applied a bit more to the supergene, which 
may reduce VIP production in this region in white-
striped birds and make them less parental. 

Is it significant that the two supergene variants  
of �ESR1 �and �VIP �are so close to each other inside the 
supergene? Are they co-adapted at the molecular 
level? We don’t yet know. Even if  the gene products 
don’t interact directly, both contribute toward the 
same aggressive, white-striped phenotype. Dobzhan-
sky might argue that this shared function alone  
makes their linkage adaptive. Over evolutionary time 
the supergene is likely to accumulate even more gene  
variants and epigenetic tags that complement an  
aggressive phenotype, in keeping with the theory  
behind the evolution of  chromosomes associated  
with sexes.

The 19th-century artist 
and naturalist John 
Audubon mistakenly 
assumed that the white-
striped variants of the 
White-throated Sparrow 
were all males and the 
tan-striped birds were 
all females. 
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FROM OUR ARCHIVES 
Beyond XX and XY. 
�Amanda Montañez; 
September 2017. 
ScientificAmerican.
com/archive 

White-throated Sparrows demonstrate that traits 
we usually associate with sex can be influenced by 
genes that are not on sex chromosomes. In this spe-
cies, some of  those genes are linked to one another 
and to an obvious, sex-adjacent phenotype, making 
these associations easy to study. But the dissociation 
of sex-related genes from sex chromosomes isn’t at 
all exceptional. In all sexually reproducing species, 
including humans, most genes that contribute to sex-
related variation are not known to be linked to any 
particular genomic architecture. Even genes involved 
in gonadal development and hormone synthesis can 
be found on most any chromosome, mapping to loca-
tions throughout the genome that freely recombine. 
Each individual inherits a new combination of genetic 
and epigenetic material, resulting in diversity that 
defies binary categories.

In most sexually reproducing �species, making 
an embryo requires two gametes: one egg and one 
sperm. That binary is clear. But the egg-sperm bi-

nary does not apply to the eventual development of 
that embryo into a sexed body with sex-related behav-
iors. That development is conceptually separate and 
decidedly nonbinary in many ways. To understand 
why, let’s consider the theoretical evolutionary func-
tion of sexual reproduction. 

Biologists have long argued that the genetic func-
tion of sex—namely, the mixing of genomes in the 
generation of offspring—is to create combinations of 
genes that could confer advantages in an unpredictable 
future environment. Sexual reproduction hurries the 
new combinations along, meaning the advantageous 
combinations become established much faster than if 
we simply cloned ourselves and waited for genes to 
randomly mutate into more beneficial forms. In other 
words, the entire point of having sexes is to generate 
diversity. Each new organism possesses a genome 
never seen before, unlike either parent’s. 

For reasons that so far remain mysterious to scien-
tists, the most diverse traits are those that relate to 
reproduction itself. Beyond White-throated Spar-
rows, the diversity of sexual phenotypes across species 
is vast and spectacular. Even though embryos in most 
any sexually reproducing species are typically made 
from one egg and one sperm, the development of 
sexed bodies is characterized by profound flexibility 
and plasticity. Many fish change their gamete produc-
tion from eggs to sperm, or vice versa; some worms 
produce both at once; some lizard species produce no 
sperm at all. In many reptiles, whether an embryo de-
velops ovaries or testes is determined by the tempera-
ture at which the eggs are incubated, not by genetic 
code. The natural world is a parade of heterogeneity 
in sexual form and function. 

Until recently, species such as sex-changing fish, 
all-female lizards and White-throated Sparrows with 
their “four sexes” were regarded as curiosities—odd-
ball organisms that seemed to break the rules. But that 

view is rapidly changing. New tools for studying the 
processes underlying sexual development call the 
rules themselves into question. We are learning that 
the molecular pathways that guide a body to develop 
ovaries, testes, or other sex-related features are evolu-
tionarily unstable and precarious. The genes and pro-
teins that contribute to making a gonad are not the 
same across species, even closely related ones. These 
pathways are not well conserved, suggesting they re-
main flexible for good reason.

The development of sex-related traits is astonish-
ingly diverse not only across species but within them. 
Every individual, sparrow or human, has masculine 
and feminine characteristics. That diversity is ob-
scured when we lump individuals into two categories 
and consider each as a homogeneous group. When we 
compare the categories “female” and “male,” we often 
report a “sex difference”—a binary outcome made 
inevitable by a binary approach. This approach fails to 
acknowledge the profound overlap between sexes on 
almost any measure. 

White-throated Sparrows help us see past the sex 
binary by forcing us to acknowledge sources of vari-
ability other than sex, which is, in reality, only a small 
contributor to variability for many species. Diversity 
and plasticity of phenotypic expression is the norm, 
particularly for traits that correlate with sex. Sex-
related traits are simply not hardwired. Evolutionary 
biologists believe that this plasticity—like the dazzling 
diversity of sex-determining molecular pathways—
may be adaptive in changing environments. Individ-
uals retaining maximal flexibility in the expression of 
sex-related traits are better able to adapt quickly to 
changing environments or, in some cases, may even be 
able to change their sex.

Sexual reproduction, by its very nature, generates 
diversity. The different pathways by which bodies 
develop as male, female, both or neither are perhaps 
as numerous as species themselves. Genomes are 
fluid, constantly changing and evolving. Gene se-
quences link together and separate in a never-ending 
dance. The environment also changes constantly, 
guiding development in unpredictable and some-
times disruptive ways. Every newly evolved avenue 
to develop into a sexed body begins a new, generative 
process that gives rise to still newer routes. Viewed 
this way, it is clear that sexual diversity within species 
is an evolutionary adaptation—a feature, not a bug. 
Like our backyard sparrows Romeo and Juliet, each 
of us is expressing our own unique phenotype just as 
nature intended. 

White-throated Sparrows help us 
see past the sex binary by forcing 
us to acknowledge sources of 
variability other than sex. 
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Redefining  
� Time

The most accurate clocks in the world have surpassed those used 
for the global definition of the second. Is it time for a change? 

BY JAY BENNETT 

PHYSICS 
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A strontium optical 
clock produces about 

50,000 times more 
oscillations per second 

than a cesium clock, 
the basis for the 

current definition  
of a second.

© 2025 Scientific American
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Jay Bennett  
�is a science writer 
based in Copenhagen. 
He previously worked  
as a science editor  
at �National Geographic, 
Smithsonian and 
Popular Mechanics.

The machine, called a cesium fountain clock, was 
in the middle of  a two-week measurement run at a 
National Institute of  Standards and Technology 
(nist) research facility in Boulder, Colo., repeatedly 
fountaining atoms. Detectors inside measured pho-
tons released by the atoms as they settled back down 
to their original states. Atoms make such transitions 
by absorbing a specific amount of  energy and then 
emitting it in the form of a specific frequency of light, 
meaning the light’s waves always reach their peak am-
plitude at a regular, dependable cadence. This cadence 
provides a natural temporal reference that scientists 
can pinpoint with extraordinary precision.

By repeating the fountain process hundreds of 
thousands of times, the instrument narrows in on the 
exact transition frequency of the cesium atoms. Al-
though it’s technically a clock, the cesium fountain 
could not tell you the hour. “This instrument does not 
keep track of time,” says Vladislav Gerginov, a senior 
research associate at nist and the keeper of this clock. 
“It’s a frequency reference—a tuning fork.” By tuning 
a beam of light to match this resonance frequency, me-
trologists can “realize time,” as they phrase it, count-
ing the oscillations of the light wave. 

The signal from this tuning fork—about nine giga-

hertz—is used to calibrate about 18 smaller atomic 
clocks at nist that run 24 hours a day. Housed in egg 
incubators to control the temperature and humidity, 
these clocks maintain the official time for the U.S., 
which is compared with similar measurements in other 
countries to set Coordinated Universal Time, or UTC. 

Gerginov, dressed casually in a short-sleeve plaid 
shirt and sneakers, spoke of the instrument with an air 
of pride. He had recently replaced the clock’s micro-
wave cavity, a copper passageway in the middle of the 
pipe where the atoms interact with the maser. The in-
strument would soon be christened nist-F4, the new 
principal reference clock for the U.S. “It’s going to be the 
primary standard of frequency,” Gerginov says, looking 
up at the metallic fountain, a three-foot-tall vacuum 
chamber with four layers of nickel-iron-alloy magnetic 
shielding. “Until the definition of the second changes.” 

Since 1967 the second has been defined as the dura-
tion of 9,192,631,770 cycles of cesium’s resonance fre-
quency. In other words, when the outer electron of a 
cesium atom falls to the lower state and releases light, 
the amount of time it takes to emit 9,192,631,770 cycles 
of the light wave defines one second. “You can think of 
an atom as a pendulum,” says nist research fellow John 
Kitching. “We cause the atoms to oscillate at their nat-

INSIDE A LABORATORY �nestled in the foothills 
of the Rocky Mountains, amid a labyrinth of 
lenses, mirrors, and other optical machinery 
bolted to a vibration-resistant table, an appa-
ratus resembling a chimney pipe rises toward 

the ceiling. On a recent visit, the silvery pipe held a 
cloud of thousands of  supercooled cesium atoms 
launched upward by lasers and then left to float back 
down. With each cycle, a maser—like a laser that pro-
duces microwaves—hit the atoms to send their outer 
electrons jumping to a different energy state. 

© 2025 Scientific American© 2025 Scientific American
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ural resonance frequency. Every atom of cesium is the 
same, and the frequencies don’t change. They’re deter-
mined by fundamental constants. And that’s why atomic 
clocks are the best way of keeping time right now.”

But cesium clocks are no longer the most accurate 
clocks available. In the past five years the world’s most 
advanced atomic clocks have reached a critical mile-
stone by taking measurements that are more than two 
orders of magnitude more accurate than those of the 
best cesium clocks. These newer instruments, called 
optical clocks, use different atoms, such as strontium 
or ytterbium, that transition at much higher frequen-
cies. They release optical light, as opposed to the mi-
crowave light given out by cesium, effectively dividing 
the second into about 50,000 times as many “ticks” as 
a cesium clock can measure. 

The fact that optical clocks have surpassed the 
older atomic clocks has created something of a para-
dox. The new clocks can measure time more accurately 
than a cesium clock—but cesium clocks define time. 
The duration of one second is inherently linked to the 
transition frequency of cesium. Until a redefinition 
occurs, nothing can truly be a more accurate second 
because 9,192,631,770 cycles of  cesium’s resonance 
frequency is what a second is. 

This problem is why many scientists believe it is 
time for a new definition of the second. In 2024 a task 
force set up by the International Bureau of Weights 
and Standards (BIPM), headquartered in Sèvres, 
France, released a road map that established criteria 
for redefining the second. These include that the new 
standard is measured by at least three different clocks 
at different institutions, that those measurements are 
routinely compared with values from other types of 
clocks and that laboratories around the world will be 
able to build their own clocks to measure the target 
frequency. If sufficient progress is made on the criteria 
in the next two years, then the second might change as 
soon as 2030. 

But not everyone is onboard with redefining the sec-
ond now. For one thing, there’s no clear immediate ben-
efit. Today’s cesium clocks are plenty accurate enough 
for most practical applications—including synchroniz-
ing the GPS satellites we all depend on. We can always 
improve the accuracy of the second later if new innova-
tions come along that require better timing. “Today we 
don’t really profit from an immediate change,” says Nils 
Huntemann, a scientist at the Physikalisch-Technische 
Bundesanstalt (PTB), the national metrology institute 
of  Germany. Redefining the second wouldn’t be 

A thorium nuclear clock 
resides at the JILA 
laboratory in Colorado 
(�left�). Atomic clock 
scientist Jun Ye of JILA 
(right) hopes such  
nuclear clocks can even­
tually beat today’s most 
accurate timekeepers.
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Although cesium microwave clocks are still 
the standard on which the definition of the 
second is based, optical clocks that use 
atoms with higher resonance frequencies 
can potentially cut the noise significantly 
and yield more precise measurements. 
This improvement is partly because optical 
light has a higher frequency than the micro-
wave light absorbed by cesium, meaning 
its waves have more peaks and valleys 
over a given duration than microwave light. 
Those additional peaks and valleys can 
be thought of as additional tick marks on 
the face of a clock.

As the name su�ests, 
all atomic clocks rely on 
the behavior of atoms.

When an atom is hit with light, the atom’s electrons may absorb the light’s 
energy and switch from their ground state to an excited state. Different elements 
require different amounts of energy to become excited; the frequency of light 
absorbed and emitted by any given element is called its resonance frequency. 

When an electron 
reverts to its original 
spin direction or orbital, 
it releases energy in the 
form of a photon.

An atomic clock will shine light onto atoms to try to excite them. 
A detector can measure the proportion of atoms that were nudged 
into a higher-energy state in the active zone. In this example, 
if just a few photons are detected, few atoms were excited.

The clock produces a self-regulat-
ing metronome based on counting 
the oscillations—the number of 
wave crests that pass a single point 
over time—of the atom’s resonance 
frequency of light. 

There are a few different classes of atomic clocks. Why so many options? Each approach 
is an attempt to reduce noise and errors that sneak in because of the environment.

Cesium clocks use energy in the microwave portion of the electromagnetic spectrum.

The classic cesium beam clock shoots a stream of cesium atoms through a
state-selection laser and a microwave cavity, where they are excited by light 
shining on them. A probe outside of the active microwave zone causes 
previously excited atoms to return to the ground state and emit a photon.

Fountain cesium 
clocks improved 
on the beam model 
by reducing noise 
introduced by a 
shift in wavelength 
caused by the 
atoms’ motion, 
known as the 
Doppler effect. In 
this case, the shift 
in wavelength 
caused by motion 
upward is effect-
ively canceled out 
when the atoms 
fall back down.

Optical single-ion clocks focus attention on a single charged atom, or ion. 
Ions are easily held in position with electric fields, reducing noise by minimizing 
the Doppler effect. Measuring one ion at a time isn’t efficient, but ions repulse 
other ions, so adding more to the mix can cause errors. Single-ion clocks, 
however, can be less susceptible to noise than multiple-atom clocks. 

Optical clocks use light in the optical portion of the electromagnetic spectrum. This approach became feasible in 1999, 
after the invention of so-called frequency combs. Before then optical wavelength oscillations couldn’t be counted 
precisely enough, as the wave pattern was too fine for existing counters (the sixth critical item [F] in the Atomic Clock 
Primer). Several different elements can be used in optical clocks, including aluminum, ytterbium, calcium and strontium.

Optical lattice clocks probe many neutral atoms at once, allowing for more 
measurements, which reduces uncertainty. A lattice of laser light holds 
them in place but can add energy that can disturb the atoms, creating noise. 

Atomic Clock Primer
Most atomic clocks involve these six items:

Target atom(s)

Tools to control the initial 
state of those atoms, prompting 
all electrons to start in the 
lower-energy state

A source of light to shine on 
the atom(s)

A detector to confirm the 
relative proportion of atoms 
that have transitioned to an 
excited state

A feedback mechanism that 
adjusts the injected light 
frequency to achieve maximum 
resonance

A counter capable of reading 
the oscillations of the 
resonance frequency light, 
allowing for conversion to 
usable ticks that mark time

NucleusElectron

Atom

Ground state

Photon

If many photons are detected outside of the active zone, it’s clear 
that many atoms were excited, and therefore the injected light 
waves are close to the atoms’ resonance frequency. The goal is to 
get as close as possible to the resonance frequency.

Frequency-control mechanism

TickTickTick Tick

A

B

C

D

E

F

Microwave

Cesium atom beam Microwave cavity

Photon DetectorState-selection laser

Probe laser

Clump of 
cesium atoms

Cooling and position-
control lasers

Microwave cavity

Probe laser

Detector

Photon

Cooling laser

Single ion

Electromagnetic 
field holds ion in place

Injected light

Photon

Detector

Many atoms are trapped in an interference 
pattern formed by intersecting lasers

Servomechanism

For atoms with a resonance frequency in the 
lower-energy microwave portion of the 
electromagnetic spectrum, the spin direction 
of the electron flips when it becomes excited. 

For atoms with a resonance frequency in the 
higher-energy optical portion of the spectrum, 
the electron jumps to a higher-energy path 
around the nucleus, called an orbital.

Cesium

Aluminum

Microwave High-energy state

No change Aluminum

Optical
wave

No change

High-energy state

Cesium

High-energy state

The clock then adjusts the frequency of light being 
injected into the active zone in an effort to excite 
the greatest number of atoms possible.

Detector

Frequency divider 

Divider counts oscillations 
in the resonance frequency

Feedback device adjusts the injected 
light frequency in the active zone

Servomechanism

Frequency divider 

Servomechanism

Frequency comb
Cooling laser

Injected light

Photon

Detector

Atom

TickTickTick Tick

Tick

Optical wave

Tick Tick Tick Tick Tick Tick Tick Tick

How Atomic Clocks Work
Atomic clocks are the most accurate timekeepers in the world. They use energy absorbed and emitted by atoms—
which is always in the form of a very precise frequency of light—to measure time. A particular number of oscillations 
in the waves of light absorbed and emitted by cesium atoms, for instance, defines the duration of a second.

GRAPHIC BY JEN CHRISTIANSEN
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Although cesium microwave clocks are still 
the standard on which the definition of the 
second is based, optical clocks that use 
atoms with higher resonance frequencies 
can potentially cut the noise significantly 
and yield more precise measurements. 
This improvement is partly because optical 
light has a higher frequency than the micro-
wave light absorbed by cesium, meaning 
its waves have more peaks and valleys 
over a given duration than microwave light. 
Those additional peaks and valleys can 
be thought of as additional tick marks on 
the face of a clock.

As the name su�ests, 
all atomic clocks rely on 
the behavior of atoms.

When an atom is hit with light, the atom’s electrons may absorb the light’s 
energy and switch from their ground state to an excited state. Different elements 
require different amounts of energy to become excited; the frequency of light 
absorbed and emitted by any given element is called its resonance frequency. 

When an electron 
reverts to its original 
spin direction or orbital, 
it releases energy in the 
form of a photon.

An atomic clock will shine light onto atoms to try to excite them. 
A detector can measure the proportion of atoms that were nudged 
into a higher-energy state in the active zone. In this example, 
if just a few photons are detected, few atoms were excited.

The clock produces a self-regulat-
ing metronome based on counting 
the oscillations—the number of 
wave crests that pass a single point 
over time—of the atom’s resonance 
frequency of light. 

There are a few different classes of atomic clocks. Why so many options? Each approach 
is an attempt to reduce noise and errors that sneak in because of the environment.

Cesium clocks use energy in the microwave portion of the electromagnetic spectrum.

The classic cesium beam clock shoots a stream of cesium atoms through a
state-selection laser and a microwave cavity, where they are excited by light 
shining on them. A probe outside of the active microwave zone causes 
previously excited atoms to return to the ground state and emit a photon.

Fountain cesium 
clocks improved 
on the beam model 
by reducing noise 
introduced by a 
shift in wavelength 
caused by the 
atoms’ motion, 
known as the 
Doppler effect. In 
this case, the shift 
in wavelength 
caused by motion 
upward is effect-
ively canceled out 
when the atoms 
fall back down.

Optical single-ion clocks focus attention on a single charged atom, or ion. 
Ions are easily held in position with electric fields, reducing noise by minimizing 
the Doppler effect. Measuring one ion at a time isn’t efficient, but ions repulse 
other ions, so adding more to the mix can cause errors. Single-ion clocks, 
however, can be less susceptible to noise than multiple-atom clocks. 

Optical clocks use light in the optical portion of the electromagnetic spectrum. This approach became feasible in 1999, 
after the invention of so-called frequency combs. Before then optical wavelength oscillations couldn’t be counted 
precisely enough, as the wave pattern was too fine for existing counters (the sixth critical item [F] in the Atomic Clock 
Primer). Several different elements can be used in optical clocks, including aluminum, ytterbium, calcium and strontium.

Optical lattice clocks probe many neutral atoms at once, allowing for more 
measurements, which reduces uncertainty. A lattice of laser light holds 
them in place but can add energy that can disturb the atoms, creating noise. 

Atomic Clock Primer
Most atomic clocks involve these six items:

Target atom(s)

Tools to control the initial 
state of those atoms, prompting 
all electrons to start in the 
lower-energy state

A source of light to shine on 
the atom(s)

A detector to confirm the 
relative proportion of atoms 
that have transitioned to an 
excited state

A feedback mechanism that 
adjusts the injected light 
frequency to achieve maximum 
resonance

A counter capable of reading 
the oscillations of the 
resonance frequency light, 
allowing for conversion to 
usable ticks that mark time

NucleusElectron

Atom

Ground state

Photon

If many photons are detected outside of the active zone, it’s clear 
that many atoms were excited, and therefore the injected light 
waves are close to the atoms’ resonance frequency. The goal is to 
get as close as possible to the resonance frequency.

Frequency-control mechanism

TickTickTick Tick
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Microwave

Cesium atom beam Microwave cavity

Photon DetectorState-selection laser

Probe laser

Clump of 
cesium atoms
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Cooling laser

Single ion

Electromagnetic 
field holds ion in place
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Many atoms are trapped in an interference 
pattern formed by intersecting lasers

Servomechanism

For atoms with a resonance frequency in the 
lower-energy microwave portion of the 
electromagnetic spectrum, the spin direction 
of the electron flips when it becomes excited. 

For atoms with a resonance frequency in the 
higher-energy optical portion of the spectrum, 
the electron jumps to a higher-energy path 
around the nucleus, called an orbital.

Cesium

Aluminum

Microwave High-energy state

No change Aluminum

Optical
wave

No change

High-energy state

Cesium

High-energy state

The clock then adjusts the frequency of light being 
injected into the active zone in an effort to excite 
the greatest number of atoms possible.

Detector

Frequency divider 

Divider counts oscillations 
in the resonance frequency

Feedback device adjusts the injected 
light frequency in the active zone

Servomechanism
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straightforward, either—scientists would be forced to 
pick a new standard from the many advanced atomic 
clocks now in existence, with improvements being made 
all the time. How should they choose?

Regardless of the complications, some physicists 
believe that they have an obligation to use the best 
clocks available. “It’s just a matter of basic principle,” 
says Elizabeth Donley, chief of the time and frequency 
division at nist. “You want to allow for the best mea-
surements you can possibly make.”

T he world’s first clocks �were invented thou-
sands of years ago, when the first human civili-
zations devised devices that tracked the sun’s 

movement to divide the day into intervals. The earli-
est versions of  sundials were made by the ancient 
Egyptians around 1500 b.c.e. Later, water clocks, first 
used by Egyptians and called �clepsydras, �meaning “wa-
ter thieves,” by the ancient Greeks, marked time by let-
ting water drain out of vessels with a hole punched in 
the bottom. These instruments were perhaps the first 
to measure a duration of  time independent of  the 
movements of  celestial bodies. Mechanical clocks 
driven by weights debuted in medieval European 
churches, and they ticked along at consistent rates, 
leading to the modern 24-hour day. The tolling of bells 
to mark the hour even gave us the word “clock,” which 
has its roots in the Latin �clocca, �meaning “bell.” 

As mechanical clocks became more precise, par-
ticularly with the development of the pendulum clock 
in the mid-17th century, timekeepers further divided 
the hour into minutes and seconds. (First applied to 
angular degrees, the word “minute” comes from the 
Latin �prima minuta, �meaning the “first small part,” 
and “second” comes from �secunda minuta, �the “sec-
ond small part.”) For centuries towns maintained 
their own local clocks, adjusting them periodically so 
the strike of noon occurred just as the sundial indi-
cated midday. It wasn’t until the 19th century, when 
distant rail stations needed to maintain coordinated 
train schedules, that time zones were established and 
timekeeping was standardized around the world. 

Clocks improved drastically in the 20th century after 
French physicists and brothers Jacques and Pierre Curie 
discovered that applying an electric current to a crystal 
of quartz causes it to vibrate with a stable frequency. The 
first clock that used a quartz oscillator was developed 
by Warren Marrison and Joseph Horton of Bell Labo-
ratories in 1927. The clock ran a current through quartz 
and used a circuit to divide the resulting frequency 
until it was low enough to drive a synchronous motor 
that controlled the clock’s face. Today billions of quartz 
clocks are produced every year for wristwatches, 

mobile devices, computers, and other electronics. 
The key innovation that led to atomic clocks came 

from American physicist Isidor Isaac Rabi of Colum-
bia University, who won the Nobel Prize in Physics in 
1944 for developing a way to precisely measure atoms’ 
resonance frequencies. His technique, called the 
molecular-beam magnetic resonance method, finely 
tuned a radio frequency to cause atoms’ quantum 
states to transition. In 1939 Rabi suggested using this 
method to build a clock, and the next year his col-
leagues at Columbia applied his technique to deter-
mine the resonance frequency of cesium.

This element was viewed as an ideal reference atom 
for timekeeping. It’s a soft, silvery metal that is liquid 
near room temperature, similar to mercury. Cesium is 
a relatively heavy element, meaning it moves more 
slowly than lighter elements and is therefore easier to 
observe. Its resonance frequency is also higher than 
those of other clock candidates of the time, such as 
rubidium and hydrogen, meaning it had the potential 
to create a more precise time standard. These proper-
ties eventually won cesium the role of  defining the 
second nearly 40 years later.

But the first atomic clock was not a cesium clock. In 
1949 Harold Lyons, a physicist at nist’s precursor, the 

Many scientists say we should 
improve the definition of time 
simply because we can.
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National Bureau of Standards (nbs), built an atomic 
clock based on Rabi’s magnetic resonance method us-
ing ammonia molecules. It looked like a computer rack 
with a series of gauges and dials on it, so Lyons affixed 
a clockface to the top for a public demonstration to 
indicate that his machine was, in fact, a clock. This first 
atomic clock, however, couldn’t match the precision of 
the best quartz clocks of the time, and ammonia was 
abandoned when it became clear that cesium clocks 
would produce better results. 

Both the nbs and the National Physical Laboratory 
(NPL) in the U.K. developed cesium beam clocks in 
the 1950s. A key breakthrough came from Harvard 
University physicist Norman Ramsey, who found that 
it was possible to improve the measurements by using 
two pulses of microwaves to induce the atomic transi-
tions rather than one. Cesium clocks continued to ad-
vance for the remainder of the century and, along with 
atomic clocks using different elements, became more 
precise and more compact. 

At the time, the second was defined according to 
astronomical time. Known as the ephemeris second, it 
was equal to 1/31,556,925.9747 of the tropical year (the 
time it takes for the sun to return to the same position 
in the sky) in 1900. Between 1955 and 1958, NPL scien-

tists compared measurements from their cesium beam 
clock with the ephemeris second as measured by the 
U.S. Naval Observatory by tracking the position of the 
moon with respect to background stars. In August 1958 
the second was calculated as 9,192,631,770 cycles of the 
cesium transition frequency—the same number that 
would be used for the new definition nine years later. 

Since then, atomic clocks have continued to prog-
ress, particularly with the development of  cesium 
fountain clocks in the 1980s. But by 2006 newer clocks 
were beating them. 

In addition to the clocks �at nist, some of the 
most advanced timekeepers in the world can be found 
at the University of Colorado Boulder, down the street 
in another lab pushing the frontier of timekeeping. 
JILA, a joint venture of nist and the university, houses 
four “optical lattice clocks” that are among the global 
record holders for accuracy. (The lab was previously 
called the Joint Institute for Laboratory Astrophysics 
and now is simply known by the acronym.) 

These state-of-the-art instruments are housed in 
large rectangular boxes with sliding doors that double 
as dry-erase boards, each covered in equations and 
diagrams. Components twinkle in the dim light of the 

A cloud of strontium 
atoms is seen in an 
optical lattice clock at 
the German national 
metrology institute 
Physikalisch-Technische 
Bundesanstalt (�left�).  
Elizabeth Donley (right) 
is chief of the time  
and frequency division 
at the U.S. National 
Institute of Standards 
and Technology. 
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lab as lasers and readout devices pulse with light. 
Each clock works by firing two lasers at each other 

to create an interference pattern called an optical lat-
tice, a grid with areas of high and low intensity. Pan
cake-shaped clouds of thousands of neutral strontium 
atoms become trapped in the high-intensity parts of 
the lattice, suspended in place. 

Another laser then induces an electron transition in 
the atoms, pushing the outer electrons up an entire or-
bital level. This is a larger transition than occurs in the 
cesium atoms, where the electrons only move up one 
“hyperfine” level. But as in the cesium clock, detectors 
look for photons released when the electrons settle back 
to their original states to confirm that the laser is at the 
correct frequency to make the electrons hop. Com-
pared with the cesium transition, which occurs at about 
nine billion hertz, the strontium transition requires a 
much higher frequency: 429,228,004,229,873.65 Hz.

Each of the four clocks in the lab serves a different 
purpose, measuring interactions between the atoms 
or effects from the environment—such as gravity, tem-
perature fluctuations or wayward electromagnetic 
fields—in an attempt to reduce these sources of uncer-
tainty. Optical clocks are so sensitive that the slightest 
disturbance, even someone slamming a nearby door, 
will shift the target transition frequency.

The key limiting factor in an optical lattice clock is 
blackbody radiation, says Jun Ye, lead researcher of 
the JILA lab. This radiation is the thermal energy re-
leased by any body of mass because of its temperature 
alone. To compensate for this effect, Ye and his team 
built a new thermal-control system inside the vacuum 
chamber of one of the clocks, a “fairly heroic effort” 
that Ye attributes to his students. The project allowed 
them to measure the transition frequency of stron-
tium with a systematic uncertainty of 8.1 × 10–19, the 
most accurate clock measurement ever made. This 
strontium optical lattice clock and other, similar mod-
els are now among the leading candidates to redefine 
the second. 

The other main contenders are called single-ion 
clocks. Some of the best examples can be found at nist 
and at the German PTB lab. This type suspends one 
charged ion (in this case, an atom with one or more 
electrons removed so that it carries a positive charge) 
within a trap of electromagnetic fields and then in-
duces an atomic transition with a laser. Currently the 
most accurate of these clocks uses an aluminum ion.

Single-ion clocks avoid the noise that light lattices 
introduce to a system, Huntemann says, and “there is 
generally a smaller sensitivity to external fields,” in-
cluding fields in the experiment as well as the environ-
ment. Optical lattice clocks, however, scrutinize thou-
sands of atoms at once, improving accuracy.

Huntemann is researching ways to trap and mea-
sure multiple ions at once, such as strontium and ytter-
bium ions, within the same clock. This approach 
would allow scientists to probe two different atomic 
transitions simultaneously, and the clock could aver-

age its frequency measurements more quickly—
though not as fast as an optical lattice clock. 

Ion clocks and optical lattice clocks have been trad-
ing the accuracy record back and forth for the past two 
decades. They have even demonstrated how time 
passes faster at higher elevations—a prediction from 
Einstein’s general theory of relativity, which showed 
that time dilates, or stretches, closer to large masses 
(in this case, Earth). In a 2022 experiment, parts of a 
strontium optical lattice clock at JILA separated by just 
a millimeter in height measured a time difference on 
the order of 0.0000000000000000001 (10–19). This 
tiny aberration would have been too small for a cesium 
clock to detect.

If  scientists choose to redefine the second, they 
must decide not only which clock to use but also which 
atomic transition: that of strontium atoms or ytter-
bium or aluminum ions—or something else. One pos-
sible solution is to base the definition on not just one 
atomic transition but the average of all the transitions 
from different kinds of optical clocks. If an ensemble 
of clocks, each with its own statistical weighting, is 
used to redefine the second, then future clocks could 
be added to the definition as needed. 

Last year Ye and his team demonstrated the viabil-

© 2025 Scientific American
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ity of a nuclear clock based on thorium. This type of 
clock uses a nuclear transition—a shift in the quantum 
state of atomic nuclei—rather than an electron tran-
sition. Because nuclei are less sensitive to external 
interference than electrons are, nuclear clocks may 
become even more accurate than optical clocks once 
the technology is refined. 

If the second �doesn’t get redefined in 2030, scien-
tists can try again in 2034 and 2038 at the next two 
meetings of the General Conference on Weights and 

Measures. A new definition won’t change much, if 
anything, for most people, but it will eventually and 
inevitably lead to technological advances. Research-
ers are already dreaming up applications such as quan-
tum communication networks or upgraded GPS sat-
ellites that could pinpoint any location on Earth to 
within a centimeter. Other uses are just starting to 
be envisioned. 

By pushing clocks forward, scientists may do more 
than redefine time—they might redefine our under-
standing of the universe. Supersensitive clocks that 
can detect minute changes in the passing of time—as 
shown in the time-dilation experiment—could be 
used to detect gravitational waves that pass through 

Earth as a consequence of massive cataclysms in space. 
By mapping the gravitational distortion of spacetime 
more precisely than ever, such clocks could also be 
used to study dark matter—the missing mass thought 
to be ubiquitous in the cosmos—as well as how gravity 
interacts with quantum theory. 

Such endeavors could even rewrite our under-
standing of time itself—which has always been a more 
complicated notion in physics than in practical life. 
“The underlying classical laws say that there is no in-
trinsic difference between the past and future nor any 
intrinsic direction of determination from past to fu-
ture,” says Jenann Ismael, a philosopher of science at 
Johns Hopkins University. 

In any case, now that we have clocks that outstrip 
the literal definition of the second, many scientists say 
the way forward is obvious: we should improve the 
definition of time simply because we can. “As with any 
new idea in science, even if it is not exactly clear who 
needs a better measurement, when a better measure-
ment is available, then you find the application,” says 
Patrizia Tavella, director of the time department at 
BIPM, the organization that defines the International 
System of Units. “We can do better,” she says of the 
current second. “Let’s do better.”  

FROM OUR ARCHIVES 
Should We Abandon 
the Leap Second? 
�Mark Fischetti and 
Matthew Twombly; 
November 2024. 
 ScientificAmerican.
com/archive

Cesium fountain clocks 
use a maze of lasers 
(�left�) to control  
and measure atoms. 
Vladislav Gerginov  
(�right�) works on one  
such clock called 
NIST-F4 at NIST’s 
Colorado campus. 

© 2025 Scientific American

M arch   2 0 2 5  S cientific        A merican     .com    6 5



The  
Salty  
Food  
Movement 
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ENVIRONMENT

Halophytes that thrive in increasingly saline 
soils could help feed people and livestock  

BY RACHEL PARSONS

Salicornia, a tasty halophyte, grows wild 
along the North Sea; farmers are  
also cultivating it to feed people. 
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 T�WENTY YEARS AGO �Dutch farmer Hubrecht Janse realized the tide was about 
to turn on his third-generation family business in the Netherlands. In 
2004 the country’s government installed a sluice gate in a dam that sepa-
rated the glittering blue Lake Veere from the North Sea. An open gate 
would allow seawater to flow in, reducing damaging algae blooms in the 
lake’s often stagnant waters. But the connection with the sea would make 
the lake saltier. “And for us,” Janse says, “that was a problem.” 

Janse’s farm—a 160-acre, pancake-flat patchwork 
of sugar beet, onion, potato, wheat and grass-seed 
fields—hugs the southern shore of Lake Veere. Saltier 
water seeping into the soil meant his fields closest to 
the lake would be rendered useless. Salinity has been 
an enemy of agriculture for millennia because even 
though many crops can withstand low to moderate salt 
concentrations in water and soil, high levels can re-
duce their yield or outright destroy them by inhibiting 
osmosis, the process plants use to move water through 
their tissues. 

Janse wondered whether he could cultivate salicor-
nia, a halophyte—a type of plant that’s native to salty 
environments. After all, the skinny succulent grew 
wild, and prolifically, in the area. The plant has a leafless 
stem resembling a tiny asparagus stalk and a juicy, 
crunchy texture similar to steamed green beans, with a 
saltier flavor. Local residents have eaten it raw or cooked 
for hundreds of years. Janse planted his first crop of 
Salicornia europaea, sometimes called samphire or sea 
beans, in 2006. Today the farm also produces ice plant, 
sea lavender and sea fennel—all halophytes—in addi-
tion to more traditional vegetables farther inland. Janse 
says ice plant is popular; its young, delicate leaves have 
a spicy, somewhat tangy flavor. Sea lavender’s small, 
slender leaves are zesty and salty, and people frequently 
use them in salads. Sea fennel’s succulent stalks and 

leaves are typically boiled or steamed as a side dish. 
There are more than 7,000 edible halophytes in the 

world. Ancient texts show that people have foraged 
them for food, medicine and fuel for thousands of 
years. They appear in the historical record cooked, 
fermented, pickled and raw. Yet scientists didn’t begin 
studying their large-scale cultivation potential until 
the 1960s. The body of  research they’ve generated 
shows that halophytic crops can grow at scale and pro-
vide a novel way to shore up food security. The work 
has also revealed that some halophytes are full of nu-
trients and chemicals crucial for human health. They 
are rich in antioxidant and anti-inflammatory com-
pounds, and various species have anticarcinogenic and 
antimicrobial properties. Some may help lower blood 
glucose and blood lipids, including cholesterol.

Janse and other farmers are already selling halo-
phytes to food companies as additives. Janse’s salicor-
nia makes its way into mustard, mayonnaise and car-
amel as a low-sodium salt substitute. It goes into green 
pasta, a sparkling tea and gin. And people already eat 
loads of plants that were natively salt-tolerant at one 
point in their evolution or still are. Chard and beets 
come from halophytes originally found wild in saline 
environments around the Mediterranean. Multi
billion-dollar businesses have been built around coco-
nuts and palm dates. Quinoa, a hardy South American 

Rachel Parsons  
�is a Los Angeles–based 
multimedia journalist 
whose work focuses on 
climate, environment 
and human ecology. 

�This article was 
produced in 
partnership with  
the Pulitzer Center.
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Graphic by Jen Christiansen

halophyte, burst on the food scene more than a decade 
ago, and today it can be found in grocery stores and 
restaurants around the world. So researchers say add-
ing more salt-loving plants to the dinner plate isn’t a 
stretch. “Halophytes are going to be the future for 
sure,” says Giulia Mozzo, a junior research fellow at the 
University of Florence in Italy. “Most people don’t re-
alize how big the problem is.”

That problem is a sharp increase in soil salinity 
across swaths of the planet, exacerbated by climate 
change. Sea-level rise is pushing salt water farther into 
coastal farmland; food producers from the U.S. Atlan-
tic seaboard to Bangladesh are fallowing or abandon-
ing coastal farmland because of salt, according to the 
United Nations Food and Agriculture Organization 
(FAO). Longer and deeper droughts are a problem, 

too, because they hasten evaporation, leaving higher 
concentrations of salty minerals in the soil. 

Agricultural irrigation is also driving up soil salinity 
on inland farms around the world. Irrigation water con-
tains naturally occurring elements—sodium, magne-
sium, calcium and potassium—that form salts and ac-
cumulate in soil over time as the water evaporates again 
and again. According to the FAO, salinity eliminates up 
to 3.7 million acres of farmland from production glob-
ally every year, and it decreases the yield of nearly 113 
million acres a year. Salinity already affects 20 percent 
of the world’s total cultivated land and 33 percent of its 
irrigated farmland. Studies predict that the issue will 
accelerate faster by 2050 because of  intensifying 
drought, which eliminates rains that can dilute salts in 
the soil, and because of rising temperatures, which ex-

Salicornia roots can restrict the entrance of 
salt-forming ions such as sodium and chloride. 
The roots’ outer layer, or epidermis, might be 
nearly impervious to salt, and the inner layer 
(endodermis) has waxes in cell walls that repel 
the ions but allow water to pass.

BLOCK STORE EXCRETE

Salicornia and other halophytes can move 
excess sodium and chloride into protective 
pockets called vacuoles inside leaf cells. In 
this way, the ions do not damage enzymes or 
working substructures in the cytoplasm.

Quinoa moves salt ions into bladders on the 
leaf surface. When a bladder is full, it can 
burst, releasing the ions. Other halophytes 
have salt glands that excrete the ions onto the 
leaf surface, where they can be washed or 
blown away.

Water

Sodium ions

Epidermis

Endodermis

Root cross section Leaf cell Leaf cross section

Epidermal cell

Bladder

Cytoplasm

Vacuole 

Sodium
ion 

Sodium ion

Salicornia
europaea

Chenopodium  
quinoa

Salicornia
europaea

How Plants Cope with Salty Soil
Plants can tolerate some salt in the soil, such as sodium chlo-
ride, but halophytes can cope with much higher levels, which 
may result from saltwater intrusion, drought or even perennial 
irrigation. Halophytes such as salicornia and quinoa use one 
or more techniques to deal with excessive salinity: restrict salt 

from entering the roots; store salt in protective pockets inside 
leaf cells so it doesn’t accumulate in the rest of the cell, where 
it can become toxic; or excrete salt through bladders or glands 
on the outside surfaces of leaves. Proteins in the roots, stems 
and leaves control the actions.
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acerbate evaporation. Freshwater deprivation “is going 
to be one of the major consequences of climate change,” 
says Ed Barrett-Lennard, a soil-salinity expert at Mur-
doch University in Perth, Australia.

In fields with high salinity and dwindling fresh wa-
ter, growing halophytes may be the only agricultural 
alternative. Saltbush, for example, a shrub used in 
sheep feed in Western Australia, grows in arid, salty 
environments such as deserts, salt plains, inland 
marshes and, importantly, irrigated crop land. The feed 
may be one-third to one-half saltbush, which signifi-
cantly decreases the volume of freshwater irrigation 
needed to create sheep food, Barrett-Lennard says.

Ecologists also see broader applications for halo-
phytes because the plants can thrive in harsh ecosys-
tems from the tropics to temperate zones, and they 
provide a variety of benefits. In marshes, for example, 
they buffer land from storm surges, hurricanes and 
sea-level rise, and they also can store massive amounts 
of carbon. How greatly halophytes benefit the envi-
ronment will depend on how widely they are con-
sumed—by humans or animals.

One bright, windy afternoon �last May, Yanik Ny-
berg, CEO of NARA Climate Solutions, which is using 
halophytes to regenerate degraded salt marsh in 
southwestern Spain, led me along a foot path cut 
through the company’s vast spread of marsh alongside 

the Guadalquivir River. It didn’t look like much to my 
untrained eyes, but Nyberg was clearly delighted with 
the short, scruffy plants growing everywhere. Only a 
few months earlier, he told me, the area had looked like 
a flat wasteland.

He squatted, plucked a dry, weedy specimen out of 
the ground and invited me to lick it. It tasted like I had 
emptied a saltshaker into my mouth. The plant, �Suaeda 
maritima, �known as sea blite or seepweed, keeps the 
salt it takes up in its biomass, Nyberg said. The highly 
salty taste doesn’t really matter, because, along with 
the rest of  the halophytes growing in this formerly 
barren marsh—“in any given 10 square meters, there’s 
seven or eight different species growing [wild] to-
gether,” Nyberg said—the sea blite isn’t destined for 
human consumption. NARA harvests the plants, 
mulches them together and sells the resulting biomass 
to Halorefine, a Danish company that extracts rich 
polyphenolic chemicals for use in nutritional supple-
ments and cosmetics. Halorefine then processes 
what’s left for fish food, which is sold to fish farms, 
ultimately helping to feed people.

Enormous volumes of  fresh water and land are 
used to grow crops for animal feed. Researchers and 
farmers around the world are trying to augment ani-
mal feed with halophytes grown on marginal land—
think degraded coastlines and deserts—that doesn’t 
compete with prime farmland for freshwater crops. In 

Villagers in Fiaxor, 
Ghana, have created 
a fishpond (�left�) to help 
feed residents and will 
grow the halophyte 
sarcocornia on the 
adjacent, salty land as 
fish food. Fish waste 
will fertilize the plants. 
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the U.S., for example, farmers are feeding �Distichlis 
spicata, �or salt grass, to cattle. 

Nyberg’s plants all around our feet and off into the 
distance looked like stems coated with hundreds of tiny 
green flowers because they had already gone to seed. A 
month prior they were barely seedlings themselves. 
“That’s how quickly this restoration can take place, with-
out us really having to do anything,” Nyberg said. “It’s in 
some ways the easiest type of farming, when you just 
flood a bit of land and let nature do what it does best.”

People around the world are exploiting the natural 
growth of halophytes in their regions. A few weeks 
after sampling �S. maritima �in Spain, I arrived in the 
Ghanaian village of Fiaxor to visit one such agricul-
tural site, a restoration run by Seawater Solutions, a 
developer and sister company of  NARA. Seawater 
Solutions invests in wetland-restoration projects on 
degraded coastal land. Fiaxor clings to the inside rim 
of a large saltwater lagoon along Ghana’s southeastern 
coast. The little town is a collection of low, concrete 
block buildings straddling a narrow spit of flat sand 
jutting into the deep lagoon. Pygmy goats munch 
stubby grass that grows in muddy patches between 
tightly packed houses.

The population of about 300 relies on fishing for its 
livelihood, which has become so tenuous because of 
overfishing and excessive algae growth that many 
young people have moved away. To generate new in-
come, around 2004 the village allowed a salt-mining 
company to create salt flats at its northeastern end. The 
hope was to harvest the mineral and earn money from 
the land lease so the village could cash in on Ghana’s 
booming, but often exploitative, salt-export business. 
The process stripped away the island’s protective veg-
etation, including mangroves. The business folded in 
2014, and Fiaxor was left with barren land, making it 
more vulnerable to storms, flooding and sea-level rise. 

Seawater Solutions set up shop in late 2020. Ra-
phael Ahiakpe, the company’s Ghana director, told me 
that one early idea was to train farmers to grow halo-
phytic crops for human consumption. He then grinned 
and said residents quickly informed him that his �Sar­
cocornia fruticosa �was food for goats, not people. 
Rather than trying to convince people to eat some-
thing they don’t want, Fiaxor is incorporating the sar-
cocornia, a hardier, perennial version of salicornia, 
into what the people need: fish feed.

The company now employs several Fiaxor resi-
dents and has planted thousands of mangrove sap-
lings on the land the village had leased to the salt com-
pany. Next to one stand, Ahiakpe walked me around 
an artificial fishpond, about 8,600 square feet, where 
tiny tilapia were growing for the village to harvest 
when fishing in the saltwater lagoon didn’t net any-
thing. Beside the pond, fronting the lagoon, sarcocor-
nia was about to be transplanted from a plot that’s 
thriving at the company’s headquarters, about half an 
hour away.

Fish effluent from the pond will fertilize the halo-

phytes, and the halophytes will feed the fish; their 
seeds make a protein- and oil-rich fish meal. The 
village is making money by leasing the land to the 
company. And Seawater Solutions has received ac-
creditation from an organization to sell carbon cred-
its for the root-level carbon sequestration that the 
sarcocornia and mangroves will provide. The com-
pany says it splits the income with the village.

Doris Atitsogbui, the site manager and a lifelong res-
ident, told me the village was “happy and excited” when 
Seawater Solutions proposed its project because there 
were no jobs in Fiaxor. She’d like to see similar sites 
spread throughout the Volta Delta region, which is teem-
ing with hundreds of other fishing villages. The salty 
plants could help solve a variety of societal challenges. 

The science of halophytes �is also being ap-
plied to traditional crops. Researchers at King Ab-
dullah University of Science and Technology in 

Saudi Arabia grew cultivars of the currant tomato, a 
small, wild relative of the common tomato that thrives 
in Peru, and found five cultivars that did well in highly 
salty environments. The scientists are investigating 
genes in those varieties that they could breed into other 
tomatoes. Researchers at the University of California, 
Davis, are trying to devise transgenic alfalfa, pearl mil-
let, peanuts and rice that will grow in salty conditions.

Yet there are still plenty of obstacles. Some halo-
phytes produce oxalic acid, which is toxic to the kid-
neys when eaten in large amounts. Many of the plants 
are “includer” halophytes, meaning they absorb so-
dium from their environment. This trait makes them 
high-salt foods, which can be a concern for people with 
high blood pressure. (“Excluder” halophytes can deal 
with salty environments by blocking sodium from en-
tering their roots.) Agronomists have learned, though, 
that sodium levels in many of the harvested crops can 
be reduced significantly through cooking.

Growing the crops also can be tricky because many 
still need some amount of fresh water. Salicornia, for 
example, needs lower salinity to germinate in the 
spring. “What I say to other farmers in my region,” 
Janse explains, “is that the availability of fresh water 
at the right moment is even more important than for 
fresh crops.” 

Perhaps the biggest challenge for farmers, accord-
ing to Janse, is that demand for halophytes is low out-
side regions like his. Most people have never heard of 
them. If  the foods are around at all, they tend to be 
grown on small farms and be offered in upscale super-
markets or restaurants—an irony not lost on advo-
cates who argue that adding more halophytes to the 

FROM OUR ARCHIVES 
More Food, Less Waste. 
�Chad Frischmann and 
Mamta Mehra; October 
2021. Scientific­
American.com/archive

As taste tests prove, people may 
be ready to eat these foods even  
if they don’t know it yet. 
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global diet could tackle hunger and food insecurity in 
low-income countries. 

To raise public awareness, some agronomists have 
become test-kitchen chefs, realizing that if the vege-
tables are to spread, people need to try them. What the 
proponents are finding is that the more consumers 
know about the environmental impacts of agriculture, 
the more open they are to halophytes. In March 2024 
a team at the University of Florence ran a small, qual-
itative study to assess the viability of �Tetragonia tetra­
gonioides, �a species of dark, leafy green halophyte, as 
an alternative to spinach. Spinach is relatively salt-
tolerant, but tetragonia can be reliably cultivated in a 
greenhouse at a much higher ratio of salt to fresh wa-
ter—up to about twice what spinach can handle. 

Participants were not told how the plant was grown 
before they ate it. A small percentage of them said they 
would pay more for tetragonia than spinach simply 
because they preferred it. But that percentage nearly 
tripled when the people were told tetragonia was 
grown sustainably with less fresh water. (The study 
results have not yet been published.) It’s easy for peo-
ple to say they would act a certain way, says Mozzo, 
who worked on the study, but the outcome supports 
the idea that people can be sold on these plants. Halo-
phyte evangelists like to remind listeners that prior to 
the 2010s, few consumers outside of South America 
knew quinoa. Then, in 2013, the U.N. declared the In-
ternational Year of Quinoa and funded an awareness 
campaign targeting farmers and consumers. 

Still, agricultural policies may present “bottlenecks 
and obstacles” to broader uptake of halophyte farming, 
says Kate Negacz, a saline-agriculture policy researcher 
at Vrije University in Amsterdam. In many countries 
or states, governments pay subsidies primarily for con-
ventional crops; if a subsidized corn farmer wanted to 
switch to ice plant because salty water was seeping into 
her land, she’d be unlikely to get a subsidy for it. And in 
many jurisdictions, water use is controlled by local wa-
ter boards, which would need to be convinced that 
halophytes are viable. Some hope may come from Eu-
rope, where policy conversations related to saline-
agriculture practices are becoming more frequent. 
“Things are starting to move,” Negacz says.

In Ghana, as in the Netherlands and Spain, the les-
son for researchers, entrepreneurs and farmers is that 
halophytes work when they fit cultural and economic 
needs. In the Netherlands, Janse says, it’s normal to 
see halophytes on the dinner plate. In Ghana, the 
plants serve a different but no less important function, 
providing fish food and local income.

In an increasingly salty world, there is an urgent 
need for diverse applications of these plants. Agrono-
mists, soil scientists and ecologists on almost every 
continent are working to address agricultural saliniza-
tion, and halophytes already grow in a wide array of 
climates. And as the participants in the University of 
Florence taste test of tetragonia proved, people may be 
ready to eat these foods even if they don’t know it yet. R
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Salicornia grows thick in 
a protected salt marsh 

on Spain’s Mediterranean 
coast. The succulent stalks 

can be eaten raw or cooked.
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Facilitating 
Immigration Will  
Fuel Innovation 
To maintain its competitive edge in science and 
technology, the U.S. needs to make it easier  
for foreign-born STEM workers to enter the country  
BY THE EDITORS

I
N LATE DECEMBER 2024 �a social me-
dia storm erupted after entrepreneur 
Elon Musk blasted out support for the 
iconic H-1B visa. The temporary work 
visa has long served as a ticket to jobs 

in the U.S. high-tech industry for skilled 
foreign-born scientists and engineers. In 
response, President Donald Trump’s na-
tivist backers pushed back immediately. 
Former Trump adviser Steve Bannon 
characterized Musk’s position as a ploy by 
tech oligarchs to take jobs from Ameri-
cans. Headlines proclaimed the outbreak 
of a MAGA civil war.

Musk’s remarks might seem self-serv-
ing, but he is right in highlighting the 
need for more engineering talent from 
overseas. Foreign-born tech workers are 
essential to fuel America’s powerhouse 
economy, one that captures an outsized 
percentage of global gross domestic prod-
uct compared with its population. And 
they will be key for hiring the more than 
one million additional STEM workers 
that will be needed in 2033 compared with 
2023, according to the U.S. Bureau of La-
bor Statistics. This increase marks a 10 per
cent growth rate, almost three times what 

is projected for any non-STEM industry 
during the same period. 

Immigrants are a big part of what has 
made America a global leader in science 
and technology; if  Trump’s nativist fac-
tion prevails and restricts the entry of 
skilled workers, that will have profound 
effects on this leadership role, as well as on 
the U.S. economy. 

Closing borders is a mistake. The tech 
elite know this. Musk, who was born in 
South Africa and now heads an advisory 
committee for the Trump administration 
called the Department of  Government 
Efficiency, is one of many tech magnates 
who rely on the H-1B visa. Musk’s Tesla 
company received approvals for 742 H-1B 
petitions for new hires during the 2024 
federal fiscal year, more than double the 
number from a year earlier. Amazon 
(owned by Jeff Bezos) applied for nearly 
3,900 H-1Bs in 2024. Most of  the 25 
companies that made the most H-1B re-
quests in 2024 are technology firms, in-
cluding Microsoft, Infosys and Meta, the 
parent company of  Facebook (run by 
Mark Zuckerberg). 

Despite the claims from Bannon and 
other hard-right MAGA supporters that 
H-1Bs rob American citizens of  skilled 
jobs, the pipeline for domestic talent alone 
is unlikely to fill looming employment 
gaps. U.S. math scores have dropped, and 
the educational infrastructure at the most 
basic level is often just not there: only half 
of  U.S. high schools offer calculus, and 
60 percent provide physics classes. Both 
skills are critical for designing quantum 
computers and achieving innovations in 
artificial intelligence. 

According to study estimates, just 3 per-
cent or so of America’s high school grad
uates join the ranks of  STEM workers. 
Prominent legislation to promote STEM 
education has not met its funding targets. 
The Biden administration’s CHIPS and  
Science Act set out to invest billions of dol-
lars in STEM education, but the funding 
appropriated for the National Science 
Foundation has been hundreds of millions 
less than what was originally requested. 

In addition to industry jobs, the basic 
and applied research that takes place at 
the nation’s universities and tech hubs 
is  highly reliant on overseas talent. An 
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August 2024 report from the National 
Academies of Sciences, Engineering and 
Medicine (NAS) notes that contributions 
from the large cadre of international stu-
dents are critical to sustaining current lev-
els of research in U.S. graduate programs. 
Foreign-born employees make up 43 per-
cent of U.S. STEM workers who hold doc-
toral degrees, and this number rises to 
nearly 60 percent in computer science and 
certain other fields. 

These professionals bring abundant 
benefits to the STEM workforce. In 2022 
more than half of U.S. start-ups with val-
uations greater than $1 billion had at least 
one immigrant at their helm—and the 
value of foreign-born professionals in this 
country can be witnessed on the global 
stage at the highest levels of  human 
achievement: 40  percent of  American 
Nobel Prize winners in chemistry, medi-
cine and physics in the past two decades 
have been immigrants.

Uncertainties about immigration for 
tech jobs—reflected by the internal strife 
in the Trump team and among its sup-
porters—could result in fractured policy-
making, with foreign-born STEM work-
ers getting placed under the same an-
ti-immigrant policymaking umbrella as 
undocumented immigrants. 

In the fusillades of the MAGA civil war, 
Trump took Musk’s side, saying he has al-
ways been a big backer of H-1Bs, although 
the president has previously said the op-
posite. He once called the visas “very, very 
bad for workers.” In fact, during Trump’s 
first term his administration set up a par-
tial H-1B blockade. The denial rate for the 
already short supply of the visas reached 
24 percent in fiscal year 2018. It fell back 
to 2 percent in fiscal year 2022 after courts 
found his administration’s handling of 
these visas to be unlawful. 

Cutting off the flow of foreign workers 
by rejecting H-1B applications can nega-
tively impact local economies and even 
hurt U.S. workers. In one 2014 study, re-
searchers looking at this issue found that 
cities across the nation with high H-1B  
denial rates experienced a drop in com-
puter-related jobs, and this decline was 
accompanied by lower wage growth for 
native-born citizens who lived there.

The U.S. remains a prime destination 

for foreign-born students and profes-
sionals, but the status quo may not hold. 
Talent-recruitment programs began to 
emerge in many countries in the 2010s. 
One prime example is Canada’s Tech Tal-
ent Strategy, which afforded three-year 
work permits to as many as 10,000 people 
in the U.S. who have H-1B visas. 

The ultimate fix for the U.S.’s chron-
ically broken immigration system would 
be to implement a long-sought massive 
overhaul through congressional legis
lation. Such comprehensive immigra-
tion reform would rationalize the com-
peting demands of  border security and 
the need to equitably regulate both legal 
and illegal immigration. But this kind of 
all-encompassing measure has little 
chance of  being adopted during the next 
four years.

In bringing wider attention to the role 
of legal immigration, the wrangling over 
H-1Bs may have an upside. On a podcast 
last year, Trump remarked that interna-
tional college students, once they gradu-
ate, should be eligible for green cards, 
which confer permanent residency. His 
administration could make good on some 
variation of this idea. 

Other steps might raise the caps on 
H-1B visas granted annually (currently 
85,000 in total) and institute much 
needed reforms to the visa program— 
especially to ensure that visa holders  
are not exploited. Employers could do 
their part by seeking out underutilized 
programs such as the 0-1A temporary 
work visa for individuals with “extraordi-
nary ability.” 

If  nothing is done on H-1Bs and other 
legal-immigration measures, the desir-
ability of  the U.S. as a destination for 
STEM students and tech workers will 
fade. The 2024 NAS report notes that be-
tween 2019 and 2023, the U.S. fell from 
first to eighth worldwide in scores for at-
tractiveness to highly educated workers. 
It will probably slip further. 

The anti-immigrant atmosphere ush-
ered in by the Trump administration’s 
promised mass deportation of  undocu-
mented immigrants is also likely to sour 
foreign students and engineers on coming 
to the U.S. And this outcome will benefit 
no one. 

Stamping Out 
Superbugs
The pipeline for new anti
biotics is drying up. U.S. 
policymakers can help fix it 
BY HOWARD DEAN 

M
OST AMERICANS COULD 
�probably guess that heart dis-
ease, diabetes and cancer are 
among the world’s fastest-
growing causes of  death. Yet 

one rapidly accelerating health threat now 
lurks under the radar, despite its deva
stating consequences. 

The threat comes from antimicrobial 
resistance, or AMR, the evolved immunity 
of dangerous microbes to lifesaving drugs. 
In 2019 AMR killed 1.27 million people—
more than malaria and HIV combined—
according to the most recent comprehen-
sive global analysis. A groundbreaking 
study published in the �Lancet �last Septem-
ber estimates that, without action, AMR 
will kill more than 39 million people in the 
next quarter of a century. Average annual 
deaths are forecast to rise by nearly 70 per-
cent between 2022 and 2050.

We don’t have to stay on this trajectory. 
But changing direction will require decisive 
moves from the U.S. government. As the 
leader in pharmaceutical development, the 
U.S. has a moral obligation to lead the way 
on solving this global problem. We need to 
jump-start research and development on 
new antimicrobial drugs and shore up the 
patent system that enables our country to 
bring so many new medicines to market.

AMR occurs when disease-causing mi-
crobes—most often bacteria—evolve to 
evade the drugs created to kill them, turning 
them into so-called superbugs. Some bet-
ter-known ones include methicillin-
resistant �Staphylococcus aureus �(MRSA), 
multidrug-resistant �Mycobacterium tuber-
culosis, �and �Streptococcus pneumoniae, �a 
bacterium that causes pneumonia and can 
be resistant to penicillin. In 1993 U.S. hospi-
tals recorded fewer than 2,000 MRSA infec-
tions. In 2017 that number had jumped to 
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323,000, according to the latest data avail-
able from the Centers for Disease Control 
and Prevention. Preliminary data show that 
cases of another superbug, �Candida auris, 
�jumped fivefold between 2019 and 2022.

Overuse and misuse of antibiotics are 
major causes of AMR. The more a bacterium 
is exposed to a particular antibiotic, the more 
opportunities it has to acquire mutations and 
become resistant. The danger is that as these 
essential medicines stop working, even mi-
nor infections will become hard to treat. 
That will make even routine surgeries and 
common illnesses much more dangerous—
and make it much harder for those who are 
battling cancer and whose immune systems 
are compromised to fight off infections. 
Without action and investment soon to sup-
port the development of new antibiotics, we 
could be thrown back to the pre-penicillin 
era, when a simple cut could turn deadly.

Yet despite the urgent need for new an-
tibiotics, the pipeline for developing them 
is drying up. As of today, only four major 
pharmaceutical companies still work on 
antibiotics, down from dozens just a few 
decades ago. The reason is simple: the eco-

nomics of modern antibiotic development 
don’t work. Creating a single new drug 
takes an average of 10 to 15 years and costs 
more than $2 billion. But because antibiot-
ics are typically used for short 
periods ranging from seven to 
14 days and must be used spar-
ingly to limit AMR, their prof-
itability is necessarily low. This 
built-in roadblock means com-
panies have a hard time justify-
ing the expense and risk.

The �Lancet �study recom-
mends several ways to fight back. One of 
them, unsurprisingly, is to develop new 
antibiotics—an area in which the U.S. has 
an opportunity to show global leadership, 
expand its influence and make an enor-
mous difference.

America has the world’s best system of 
intellectual-property protection, which has 
made us the frontrunner in biopharmaceu-
ticals as well as dozens of other high-tech 
industries. IP protections—in particular 
patents—provide a window of market ex-
clusivity that allows companies to recoup 
their enormous investments in research 

and development. Without reliable pat-
ents, few businesses would take the risk of 
developing new antimicrobial drugs.

Unfortunately, over the past several 
years some U.S. lawmakers 
have advocated for reducing 
patent protections as a way to 
reduce drug prices. But these 
efforts, though well inten-
tioned, would just make the 
situation worse. Attacking pat-
ents isn’t the right strategy, be-
cause it would only create an-

other disincentive to invest in novel antibi-
otic development. This would likely make 
it harder to combat outbreaks of infectious 
diseases and superbugs, which are evolving 
and growing deadlier every year.

There’s no single panacea for the brew-
ing AMR crisis. It will require action from 
all stakeholders and segments of society. 
Everyday Americans, for their part, need 
to do a better job of letting respiratory vi-
ruses like the common cold run their course 
rather than asking their provider for anti-
biotics. Not only are antibiotics ineffective 
against viruses, but attempting to use them 
to treat viral infections contributes to resis-
tance. Doctors need to take more responsi-
bility, too. As a physician, I know many of 
my colleagues could be more judicious in 
prescribing antibiotics.

Finally, Americans need Congress to be 
more proactive. One solution to the antibi-
otic conundrum would be a subscription-
type model to incentivize new research and 
development. Under this kind of system, 
which is already being tested in the U.K., the 
government would contract with companies 
to provide antibiotics for a fixed fee, regard-
less of how many doses are needed. This 
would give drug developers a more predict-
able revenue stream, allowing them to invest 
in high-risk, high-impact antimicrobial re-
search that extends lives when we need it.

Former secretary of state Madeleine Al-
bright called the U.S. the “indispensable 
nation,” essential to global progress and 
peace. Some dispute this characterization, 
and it’s true that the U.S. can’t solve every 
problem. But drug R&D is one area where 
we already lead. Smart policies to tackle 
AMR can help ensure we maintain this 
leadership while saving potentially mil-
lions of lives worldwide. Bacteria such as �Pseudomonas aeruginosa �(�depicted�) have become resistant to multiple antibiotics. 

Howard Dean  
�is a physician, a former 
chair of the Democratic 
National Committee  
and a former governor 
of Vermont. He is a pol-
icy adviser to the Part-
nership to Fight 
Infectious Disease.
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Healing Broken Legs Faster
Putting weight on a fracture within weeks  
can help it mend BY LYDIA DENWORTH

T
WENTY YEARS AGO �my hus-
band, Mark, broke his left ankle 
and was in a cast and on crutches 
for nearly two months. Last year 
he broke the other ankle. But 

this time, after surgery, his doctor sur-
prised us by instructing Mark to walk on 
it two weeks later. 

It turns out the standard advice to stay 
off a broken leg bone for at least six weeks 
is based less on scientific evidence and 
more on cultural caution—physicians like 
to play it safe. But now studies show that 
complications are no more likely with 
early weight-bearing than with a long de
lay. Except in a few complex cases, walk-

ing around earlier helps broken bones 
heal, and it improves quality of  life: for 
example, people can return to work and 
other activities faster. 

If  you are fully immobi-
lized, “you come out of  the 
cast with a sort of hairy, with-
ered leg that takes forever to  
overcome,” says orthopedic 
trauma surgeon Alex Trom-
peter of  St. George’s Univer-
sity of London. “The science 
tells us that the rate at which you lose 
muscle mass is far faster than the rate at 
which you gain it.” You’re slow to build 
bone, too. Consider astronauts. After six 

months in zero gravity at the Interna-
tional Space Station, they lose 10 percent 
of their bone density, and to ward off that 
loss they do exercises in space that are 
equivalent to bearing weight. 

In the 19th century German surgeon 
and anatomist Julius Wolff recognized 
that healthy bones adapt and change in 
response to the load placed on them. That 
is why everyone—but especially women, 
who are more susceptible than men to 
osteoporosis—should lift weights as they 

age. It increases bone density. 
When you fracture a bone 

anywhere in the body, physi-
cians first worry about stability. 
How much will the bone frag-
ments move if you put weight 
on them? If the answer is too 
much, surgery is usually indi-

cated—first a “reduction” to realign the 
pieces of bone and then “fixation” to hold 
them in place with screws, plates or rods. 

That procedure sets up a bone, which 
is living tissue, to heal naturally by mak-
ing new bone and resorbing damaged 
cells. In the gap caused by a fracture, a 
healing tissue called callus forms first, 
which then turns into bone. The right 
amount of  load or movement (here’s 
where Wolff ’s discovery applies) is criti-
cal to this process. Too little results in no 
callus; too much prevents the bone from 
knitting back together. “It’s all about the 
strain environment,” says orthopedic 
surgeon Chris Bretherton of  Queen 
Mary’s Hospital in London. 

Surgical implants hold the alignment 
until that process is complete. “It’s a little 
bit of  a race postoperatively between the 
bone healing and the fixation breaking,” 
says orthopedic trauma surgeon Marilyn 
Heng of  the University of  Miami Miller 
School of  Medicine. In that contest, she 
roots for the new bone. “Once the body 
heals and forms bone across the fracture 
site, the hardware we put in becomes 
extraneous. The crux of our decisions for 
weight-bearing status is we want to win 
that race.”

And putting some load on the bones 
aids that goal. Although the process of 
bone healing is the same all over the body, 
bones in the lower limbs such as hips, 
femurs and ankles bring extra complica-

Lydia Denworth  
�is an award-winning  
science journalist and 
contributing editor for 
�Scientific American. �She 
is author of �Friendship 
�(W. W. Norton, 2020). 
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tions because they affect the ability to 
walk. In patients with hip fractures—pre-
dominantly frail, older people—that im
mobility can lead to dire consequences. 

Some patients do not have the dexter
ity and strength to manage partial 
weight-bearing while using crutches, so 
they stay in bed. The lack of movement 
leads to serious problems such as blood 
clots and weakening of the lungs. One 
2005 study found that nine percent of hip 
fracture patients died within 30 days of 
breaking a hip and that 30 percent died 
within the first year. But more recent 
studies of healing hips suggest that early 
weight-bearing decreases mortality 
rates, and doctors have altered their prac-
tices. “The normal standard of  care is 
[now] to fix it and let people walk,” 
Trompeter says. 

Breaks in long bones, like the femur in 
your thigh, can be relatively straightfor-
ward to repair with a rod. In a study that 
looked back at outcomes for a series of 
patients, Heng and her colleagues showed 
that those who walked early on femurs 
that had broken just above the knee had 
no higher rate of complications than those 
who stayed off the leg for six weeks. 

For ankles, the largest randomized 
controlled trial to date (480 fracture 
cases across 23 centers in the U.K.) was 
published in 2024 in the �Lancet. �Half of 
the patients were instructed to walk after 
two weeks, and the other half were told to 
wait until after six weeks. Any complica-
tions, such as infections or broken plates, 
were equally common in both groups, so 
early walking didn’t pose a greater risk. 
And the early weight-bearing group 
reported better function in the ankle 
at  six weeks and at four months post
surgery. “Surgeons just needed a push,” 
says Bretherton, who led the study. 
He  hopes this evidence “gives them 
that confidence.”

As for my husband, he jumped at  
the chance to get moving sooner. In less 
than two months, the point at which he 
was just coming out of  a cast last time,  
his scar was fully healed, he was walking 
normally and, with a few limitations—
no running, no quick pivots—he was  
exercising again. It seems that he won  
this race. 

METER  
EDITED BY DAVA SOBEL  

Julia Nelsen  
�is a translator and researcher  
of Italian literature based  
in Berkeley, Calif. 

�Poet Fabiano Alborghetti  
lives in Canton Ticino, Switzerland.  
He is author of eight poetry 
collections and winner of the  
2018 Swiss Literature Award.

(origins. positrons) 
Elementary particle compositions  
silent sidereal peals  
hailing from space  
	 energy  
distributed across fourteen orders of magnitude  
or of beauty if we believe it all begins with the sun  
		  a nova, supernova
	  	 or a quasar, punctiform 
and forms, footprints, equal amounts of matter 
and its mirror. 
	  	 Vertigo  
always favors the grace of emptiness, indeed  
but it all builds up, don’t you see?  
zygote, blastomere, morula  
	 and from this sum, forever  
anti-particles, atoms, the positive and negative  
everything that exists  
	 that decays  
	  	 and reproduces 
in ever new collisions. Electrons. Positrons.  
A stellar nucleosynthesis.

“Positrons,” from �Corpuscoli di Krause, �© 2022 by Fabiano Alborghetti (Gabriele Capelli 
Editore, Mendrisio, Switzerland). English translation © 2024 by Julia Nelsen.
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Jack Murtagh � 
is a freelance math writer 
and puzzle creator.  
He writes a column on 
mathematical curiosities 
for �Scientific American 
�and creates daily 
puzzles for the Morning 
Brew newsletter.  
He holds a Ph.D. in 
theoretical computer 
science from Harvard 
University. Follow him 
on X @JackPMurtagh

Y
OU MIGHT BE SURPRISED �to learn that you can’t comb 
the hairs flat on a coconut without creating a cowlick. 
Perhaps even more surprising, this silly claim with an 
even sillier name, the “hairy ball theorem,” is a proud 
discovery from a branch of math called topology. Juve-

nile humor aside, the theorem has far-reaching consequences in 
meteorology, radio transmission and nuclear power. 

Here “cowlick” can mean either a bald spot or a tuft of hair 
sticking straight up, like the one the character Alfalfa sports in �The 
Little Rascals. �Of course, mathematicians don’t refer to coconuts or 
cowlicks in their framing of the problem. In more technical lan-
guage, think of the coconut as a sphere and the hairs as vectors. A 
vector, often depicted as an arrow, is just something with a magni-
tude (or length) and a direction. Combing the hair flat against the 
sides of the coconut would form the equivalent of tangent vec-
tors—those that touch the sphere at exactly one point along their 
length. Also, we want a smooth comb, so we won’t allow the hair to 
be parted anywhere. In other words, the arrangement of vectors 
on the sphere must be continuous, meaning nearby hairs should 
change direction only gradually, not sharply.  

If we stitch these criteria together, the theorem says that any 
way you try to assign vectors to each point on a sphere, something 
ugly is bound to happen: there will be a discontinuity (a part), a 
vector with zero length (a bald spot) or a vector that fails to be tan-

gent to the sphere (Alfalfa). In full jargon: a 
continuous nonvanishing tangent vector 
field on a sphere can’t exist. 

This claim extends to all kinds of furry 
figures. In the field of topology, mathemati-
cians study shapes, as they would in geom-
etry, but they imagine these shapes are made 
from an ever elastic rubber. That rubber can 
be molded into other forms, but it is incapa-
ble of tearing, fusing or passing through it-
self. If one shape can be smoothly deformed 
into another without any of these things 
happening, then those shapes are equiva-
lent as far as topologists are concerned. This 
means the hairy ball theorem automatically 
applies to hairy cubes, hairy stuffed animals 
and hairy baseball bats, which are all topo-
logically equivalent to spheres. (You could 
mold them all from a ball of Play-Doh with-
out violating the rubbery rules.) 

Something that is not equivalent to a 
sphere is your scalp. A scalp on its own can 
be flattened into a surface, and hair on it 
can then be combed in one direction like 
the fibers of a shag carpet. So, sadly, math 
can’t excuse your bedhead. Doughnuts are 
also distinct from spheres, so a hairy dough
nut—an unappetizing image, no doubt—
can be combed smoothly. 

Here’s a curious consequence of  the 
hairy ball theorem: there will always be at 
least one point on Earth where the wind 
isn’t blowing across the surface. The wind 
flows in a continuous circulation around 
the planet, and its direction and magni-
tude at each location on the surface can be 
modeled by vectors tangent to the globe. 
(Vector magnitudes don’t need to repre-
sent physical lengths, such as those of 
hairs.) This adheres to the premises of the 
theorem, which implies the gusts must die 
somewhere (creating a cowlick). A cowlick 
could occur in the eye of a cyclone or eddy, 
or it could happen because the wind blows 
directly up toward the sky. Programmer 
Cameron Beccario has created a neat online 
tool (earth.nullschool.net) that depicts up-
to-date wind currents on Earth and clearly 
shows the swirly cowlicks. 

To observe another weird ramification 
of  the theorem, spin a basketball any 
which way you want. There will always be 
a point on the surface that has zero veloc-
ity. Again, we associate a tangent vector 
with each point based on the direction and 

Math’s Hairiest Problem 
What the “hairy ball theorem” can teach us about 
wind, antennas and nuclear fusion BY JACK MURTAGH 
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speed at that point on the ball. Spinning is 
a continuous motion, so the hairy ball the-
orem applies and assures a point with no 
speed at all. On further reflection, this con-
clusion might seem obvious. A spinning 
ball rotates around an invisible axis, and 
the points on either end of that axis don’t 
move. What if we bored a tiny hole through 
the ball exactly along that axis to remove 
the stationary points? It seems that then 
every point would be moving. Does this 
example violate the hairy ball theorem? 
No, because drilling a hole transformed the 

ball into a doughnut! Even doughnuts with 
unusually long, narrow holes flout the rules 
of the theorem—contradiction averted. 

Moving on from toy scenarios—the 
hairy ball theorem actually imposes tangi-
ble limitations on radio engineers. Anten-
nas broadcast radio waves in different di-
rections depending on design choices. 
Some target their signals in a specific direc-
tion, whereas others beam more broadly. 
One might be tempted to simplify matters 
and build only antennas that send equal-
strength signals in every direction at once, 
which are called isotropic antennas. There’s 
just one problem: a certain hirsute fact from 

topology mandates that isotropic antennas 
can’t exist. Picture an orb of waves emanat-
ing from a central source. Sufficiently far 
away from the source, radio waves exhibit 
an electric field perpendicular to the direc-
tion they’re traveling in, meaning the field 
is tangent to the sphere of waves. The hairy 
ball theorem insists that this field must 
drop to zero somewhere, which implies a 
disturbance in the antenna’s signal. Isotro-
pic antennas serve merely as theoretical 
ideals against which we compare real an-
tenna performance. Interestingly, sound 

transmits a different kind of wave without 
the perpendicular property of radio waves, 
so loudspeakers that emanate equal-inten-
sity sound in every direction are possible. 

Perhaps the coolest application of the 
hairy ball theorem concerns nuclear fusion 
power. Fusion power carries immense 
promise to—perhaps someday—help ease 
the energy crisis. It has the potential to gen-
erate vast quantities of energy without the 
climate concerns that plague fossil fuels and 
with fewer of the radioactive risks associ-
ated with traditional nuclear fission reac-
tors. In a nutshell, fusion reactors begin by 
taking a fuel such as hydrogen and subject-

ing it to intense heat and pressure, which 
rips it into its constituent parts to form 
plasma. Plasma is a cloud of electrons and 
other charged particles that bop around 
and occasionally fuse together to form new 
particles, releasing energy in the process. 

There’s a fundamental engineering hur-
dle when building fusion reactors: How do 
you contain plasma that’s 10 times hotter 
than the sun’s core? No material can with-
stand that temperature without disintegrat-
ing into plasma itself. So scientists have de-
vised a clever solution: they exploit plasma’s 
magnetic properties to confine it within a 
strong magnetic field. The most natural 
container designs (think boxes or canisters) 
are all topologically equivalent to spheres. 
A magnetic field around any of these struc-
tures would form a continuous tangent 
vector field, and at this point we know what 
befalls such hairy constructions. 

A zero in the magnetic field means a 
leak in the container, which spells disaster 
for the whole reactor. The leading design 
for fusion reactors, the tokamak, gets 
around this problem by using a doughnut-
shaped chamber. The International Ther
monuclear Experimental Reactor mega
project plans to finish construction of  a 
new tokamak in France by 2025, and those 
involved claim their magnetic confine-
ment system will be “the largest and most 
integrated superconducting magnet sys-
tem ever built.” That’s topology playing its 
part in our clean energy future. 

The hairy ball theorem automatically 
applies to hairy cubes, hairy stuffed 
animals and hairy baseball bats.

Tufts on either side demonstrate the hairy ball theorem. This sphere is covered 
in small lines resembling hairs that are all combed in the same direction. 

This doughnut shape is covered in small lines resembling hairs that are  
all combed in the same direction, with no tufts resulting.

© 2025 Scientific American
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H
OW WOULD YOU DESCRIBE �a member of the opposite 
political party? Maybe you find them “annoying” or 
even “stupid.” Or you might call them “bigoted” or 
“immoral.” Americans are deeply politically divided, 
and such harsh language is not uncommon. Large 

majorities of  Republicans and Democrats say the two parties 
can’t agree on basic facts, and members of  both report hating 
political opponents more than they love political allies. Although 
we lack reliable polling data from the 1800s, some scholars sug-
gest we haven’t been this polarized since the U.S. Civil War. 

The sources of these divides are varied and include structural 
features of the U.S., such as the two-party system that pits “us” 
against “them,” and social media algorithms that showcase the 
most outrage-inducing content from each side. This political en-
vironment shapes our beliefs about one another, which can fur-
ther drive division. Yet research finds that our notions about these 
things are often wrong. Democrats surveyed in 2015, for example, 
wrongly believed 38  percent of  Republicans made more than 
$250,000 a year (the real number was 2.2 percent), and Republi-
cans in that same study wrongly thought 32 percent of Democrats 
were gay, lesbian or bisexual (the real number was 6.3 percent). 

We also have misconceptions about how 
much our opponents hate us, wildly exag-
gerating the other side’s animosity. 

A common falsehood is that “they”—
unlike “us”—lack genuine moral values. 
“We” are caring people, but “they” are 
trying to burn everything down. “We” are 
fighting for goodness; “they” are working 
for evil. In recent research, we have found 
that these misperceptions about morality 
go deep. People think many in the oppos-
ing political party approve of obvious 
moral wrongs. 

In a national survey, we asked more 
than 600 participants who identified as 
either Democrats or Republicans to ap-
praise six basic moral transgressions: 
wrongful imprisonment, tax fraud, em-
bezzlement, animal abuse, watching child 
pornography and cheating on a spouse. 
Almost everyone said they did not ap-
prove of these acts. (For some behaviors, a 
small number of participants—less than  
5  percent—said they did approve.) There 
was no notable difference between the two 
parties. This finding aligns with past re-
search. In fact, scientists who study moral 
psychology report that most people actu-
ally share a “moral sensitivity.” That is, 
even though people hold varying ideas 
about specific actions and issues, their 
core concern in moral dilemmas ulti-
mately boils down to protecting vulnera-
ble parties from harm. 

We then asked participants to estimate 
how likely their political opponents would 
be to approve of these actions. Our results 
showed that, on average, Democrats and 
Republicans thought about 23 percent of 
their political opponents would approve 
of  basic moral wrongs—despite the fact 
that the actual percentage was less than 5 
for both parties. This pattern persisted 
even when we tried a variation of our sur-
vey with additional participants, to mini-
mize the possibility of purposeful exag-
geration. But even when we tried paying 
participants to be accurate—a common 
strategy in this kind of research—people 
still overestimated the fraction of  their 
political opponents who approved of basic 
moral wrongs. 

Further studies demonstrated that 
these distorted perceptions of  the other 
side’s basic morality also drove division. 

How Immoral Are Our 
Political Opponents? 
To heal political division, start with common  
moral ground, a study suggests  
BY CURTIS PURYEAR, EMILY KUBIN AND KURT GRAY 
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For example, the more immoral people 
believed their political opponents to be, 
the more likely they were to agree with 
language that dehumanized them, such 
as  statements that suggested the other 
party’s members were “lacking in self-
restraint, like an animal.” People also re-
jected the idea of talking with or even try-
ing to understand someone from the op-
posing party, possibly because of  their 
purported immorality. 

These distorted perceptions also ap-
pear in public conversations about poli-
tics. When we examined every post from 
5,806 users on X from 2013 to 2021 (about 
5.8 million posts), we found that both lib-
erals and conservatives were more likely to 
use words such as “rapist,” “thief,” “pedo-
phile,” “sociopath” and “murderer” when 
commenting on posts related to politics 
than when commenting on nonpolitical 
topics. In the early 2010s people were about 
as likely to use these words when they 
talked about any celebrity or political op-
ponent. But in 2016 hostile language in 
posts about political opponents began to 
rise, and it has remained concerningly high 
ever since. 

Can we stop people from acting this way? 
One simple solution might be to remind 
one another of our shared moral values. 

For example, in our recent research, we 
found that providing concrete informa-
tion that highlights someone’s basic moral 
values can increase cooperation across the 
aisle. In one study, learning that a conver-
sation partner with opposing political 
views shared a participant’s condemna-
tion of wrongs such as tax fraud or animal 
abuse increased the chances that these 
people would interact, compared with 
those who didn’t receive this information. 

Although this approach clearly cannot 
resolve all our political divisions, it can still 
have powerful effects. Sometimes we need 
a reminder that “they” are like “us.” We 
may disagree on many issues, but under-
neath those disagreements lies a common 
moral sense: we all care deeply about pro-
tecting our friends, family and communi-
ties from harm. Talking about our core 
principles and values—many of which we 
have in common—before talking about 
issues that can easily turn contentious can 
help our conversations go better. 

Illustration by Malte Müller

Jacqueline Nesi  
�is a clinical psychologist 
and assistant professor 
at Brown University, 
author of the newsletter 
Techno Sapiens, and 
co-founder of Tech 
Without Stress. She 
holds a Ph.D. from the 
University of North 
Carolina at Chapel Hill.

M
ENTAL HEALTH CONCERNS. �Exposure to pornogra-
phy. Addiction. Loneliness. Bullying. Adolescents’ 
use of smartphones has been blamed for all manner 
of societal ills. For parents, the stakes feel impossibly 
high. Get your child  a smartphone, and you risk 

opening Pandora’s box. Hold off, and you risk ostracism from 
their smartphone-toting peers.

When to take the plunge? What’s the right age to get your 
child a smartphone?

As a psychologist studying the role of  digital technology in 
youth mental health and author of  the parenting newslet-
ter Techno Sapiens, I find this is one of the most common ques-
tions I get from parents.

Kids and Smartphones
Use of smartphones has been blamed for all 
manner of societal ills. When should parents take 
the plunge and equip their kids with these devices? 
BY JACQUELINE NESI
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So here’s the bad news: there is no one 
“right” age. But the good news? We can 
look to the research to make the “right” 
decision for �your child �and to help you feel 
more confident in your decision-making.

Let’s start with the basics. When your 
12-year-old laments that every other  
kid in their grade has a smartphone,  
are they correct? According to nationally 
representative data from Common Sense  
Media, 42 percent of 10-year-olds report 
having their own smartphone. By age 12 
that number increases to 71 percent, and 
by 14 it’s 91 percent. Of  course, these 
numbers vary across different communi-
ties and settings, but these appear to be 
the averages.

These numbers can tell us, broadly, the 
age at which other families are giving 
smartphones to their children, but they 
cannot tell us what age is �best �to do so. To 
really answer that question, we would 
need a specific type of research study that 
involved a large group of  children. We 
would randomly assign some of them to 
get smartphones at age 10, some at age 11, 
some at 12, and so on. We would then fol-
low them over time to see how they de-
velop emotionally, cognitively and so-
cially. Years later we could compare, for 
example, the kids who got phones at 
12 versus those who got phones at 17.

There are a few reasons this study 
would not work in the real world. The first 
is the need for random assignment. Ran-
domly assigning kids to get phones at dif-
ferent ages would allow us to determine 
whether any differences in outcomes were 
related to the phones. This is unlikely to 
happen: few families would agree to have 
the smartphone decision determined by 
random chance.

Of course, we can simply compare kids 
who got phones at age 12 with those who 
got phones at age 17, but without random 
assignment it’s very possible that the kids 
getting phones at age 12 were already dif-
ferent from those getting phones at 17. 
Maybe they came from different family 
situations or economic backgrounds. 
Maybe they differed in their social or emo-
tional maturity. These challenges may be 
why current research findings have been 
mixed. And some studies suggest that ear-
lier smartphone acquisition negatively af-

fects future well-being, whereas others 
find no impacts at all.

Even if  we were able to pull off  this 
type of  study, there would be another 
problem: like all people, kids are very dif-
ferent from one another. Twelve-year-
olds vary considerably in their needs, 
preferences, histories, emotional well-
being and social skills. Even if  a study 
were to determine a single, optimal age 
for kids to get smartphones, this would 
reflect an average. There would still be 
many kids for whom that “optimal” age 
was not the right one.

So how can you determine when to get 
�your �child a smartphone? 

Digital technology plays a key role in 
adolescents’ social lives: 69 percent of 
teens say their smartphones make it eas-
ier for them to pursue hobbies and inter-
ests, and 80 percent say that social media 
(typically accessed via a smartphone) 
makes them feel more connected to 
what’s going on in their friends’ lives. 
When a young person asks for a smart-
phone, the motivation may be that every-
one else has one, but the desire also might 
reflect a legitimate experience of missing 
out on social connections. If  all your 
friends are making plans to hang out over 
text messaging, and you’re not in the 
group chat, you really are left out. 

There also may be safety or conve-
nience reasons for wanting your child  
to have a phone; maybe they are walking  
to and from school, or you need to coordi-
nate pickups from soccer practices or dif-
ferent households.

At the same time, smartphones come 
with risks. We know that when phones are 
present they can distract teens from aca-
demic work, interrupt in-person social 
interactions and interfere with sleep. We 
also know that smartphones offer an in-
your-pocket portal to everything on the 
Internet—some of which we’d rather they 
not see.

The best device for your child might be 
the simplest one that meets your needs. 
You may find that a “dumber” device—
whether it’s a basic flip phone, a kid-
friendly smartphone or a smartwatch—
gets the job done just fine. Gradually in-
troducing new tech gives you more oppor
tunities to teach them about appropriate 

use: you might slowly progress from a 
shared family iPad to a basic mobile phone 
to a smartphone with strict parental con-
trols to, eventually, a smartphone with 
access to social media and other apps.

It’s worth noting, too, that it can be a 
lot easier for parents to delay kids’ smart-
phone acquisition when other families are 
following the same path. This is why orga-
nizations such as Wait Until 8th, which 
aim to mobilize communities to delay giv-
ing kids smartphones, have gained trac-
tion in recent years.

“Ready” is a tricky word when it comes 
to smartphones. Is any child ever truly 
ready for a smartphone? Is any adult ready 
to navigate one of the most powerful tech-
nologies of  our time without occasional 
mishaps and challenges? Determining 
whether your child is ready for a smart-
phone means recognizing their unique 
strengths and vulnerabilities, reflecting on 
their patterns of behavior, and preparing 
for a major milestone that will require a lot 
of scaffolding on your part, not to mention 
some inevitable hiccups.

Research consistently demonstrates 
that the ways in which children respond to 
technologies are highly individualized to 
both the child and the specifics of the tech-
nology they’re using (a phenomenon 
called “differential susceptibility to media 
effects”). If your child is emotionally reac-
tive or struggles to fit in socially, these is-
sues may be amplified by a smartphone. If 
they’re responsible, show good judgment 
and generally follow the rules you’ve set, 
the smartphone may be a nonissue. Their 
prior experiences with technology (like 
tablets or other screens) can serve as a clue 
to how they’ll respond.

Whatever age you choose, you can set 
yourself  up for success. Have conversa-
tions with your child about smartphones 
early and often. Introduce new tech grad-
ually. Work together with them to set ex-
pectations and boundaries around use. 
Although there is no one “right” age for a 
smartphone, there can be a right time for 
�your �family. Trust yourself to know when 
that might be. 

For the most current, rigorous evidence to help you 
make the best decisions, go to www.Scientific 
American.com/report/the-science-of-parenting

© 2025 Scientific American
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Creative Bursts 
By Aimee Lucido 

Across 
1	 Normal (abbr.) 
4	 “The bird with 	  sexes” 

(nickname for White-throated 
Sparrows) (�page 48�) 

8	 “No worries” 
13	 Trolley car 
15	 Inflict on 
16	 Disney movie set on the island 

of Motunui 
17	 Headwear that actually 

originated in Ecuador 
19	 Break, as an atom 
20	 Yoga position 
21	 2013 Joaquin Phoenix movie 
23	� The Simpsons �bus driver 
24	 Hairy ball 	  (proposition with 

surprising mathematical 
implications) (�page 80�) 

27	 Hartsfield-Jackson Airport’s code
29	 Actress and dancer known as 

“The Love Goddess” 
35	 Scientist Bart who studied dark 

nebulas (�page 88�) 
38	 Cobb or Caesar 
39	 Ancient assembly site 
40	 Mathematician Turing 
42	 Suppressed 
44	 Not my or their 
45	 M.I.T.’s business school 
47	 Recipient of Versailles cheers 
49	 Cancellation deterrent 
50	 German American  

philosopher and author  
of �The Human Condition 

53	� Blueprint for a Sunrise  
�musician Yoko 

54	 Start of a formal letter 
58	 News publication named after 

a medical term for “Now!” 
61	 Rider in a stroller 
64	 Creature whose scavenging  

can lessen human  
and livestock diseases 

65	 Fibula neighbor 
67	 Burst of inspiration, as 

popularized by Oprah Winfrey, 
and what you can literally find 
in the answers to 17-, 29-  
and 50-Across (�page 20�) 

70	 Change, as with the Constitution
71	 Feeling of exclusion that 

research suggests cats do not 
quite experience 

72	 Wild cat features with a wide 
diversity of hues (�page 18�) 

73	 Mythical mountain monsters 
74	 “No problem!” 
75	 Not prone to crushes, briefly 

Down 
1	 March honoree, familiarly 
2	 	  panda (jocular term  

for a raccoon) 
3	 Mother of Perseus 
4	 Org. that recently revised  

its definition of what foods  
can be labeled “healthy”

5	 “Wowzers!” 
6	 Park City’s home 
7	 Learned by repetition 
8	 Cyberchats, for short 
9	 Mathematical branch where 

shapes are imagined as made  
of “ever-elastic rubber” (�page 80�)

10	 Mineral loved by halophytic crops 
such as salicornia (�page 66�) 

11	 “I’ll handle that!” 
12	 Green Hornet’s sidekick 
14	 Residence on an estate 
18	 Yankees slugger Roger 
22	 Amaterasu, for one 
25	 Some JFK guesses 
26	 Activist Yousafzai who is  

the youngest-ever recipient  
of the Nobel Peace Prize 

28	 Pan Am competitor 
30	 Critic, in modern lingo 
31	 Loved to pieces 
32	 Place for some climate- 

friendly gardens 
33	 Accurate 
34	 Aesopian loser 
35	 Big party 
36	 Ceramic stewpot 
37	 Ephemeral particle that can 

decay into a pion, a neutrino 
and an antineutrino 

41	 Appropriate name for the world’s 

smallest pasta (�page 16�) 
43	 Zero 
46	 Grandma, to some 
48	 Boise State’s state 
51	 Red 	  poker (flower that 

Ethiopian wolves like) (�page 12�)
52	 “I’m listening . . .” 
55	 “Toodle-oo!” 
56	 What endo- and ento- mean 
57	 Dustin Hoffman’s �Midnight 

Cowboy �role 
58	 “Don’t leave me” 
59	 Measure that will become even 

more accurate thanks to optical 
clocks (�page 56�) 

60	 Assist in wrongdoing 
62	 Clumsy sorts 
63	 Quaker pronoun 
66	 Major campaign expense 
68	 Abbreviation for dangerous 

pathogens’ evolved immunity  
to lifesaving drugs (�page 75�) 

69	 Stooge whose birth name  
was Moses Creative Bursts   Aimee Lucido
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Thinking without Words 
Cognition doesn’t require language, it turns out  
BY GARY STIX 

S
CHOLARS HAVE LONG �contem-
plated the connection between 
language and thought—and to 
what degree the two are inter-
twined—by asking whether lan-

guage is somehow an essential prerequi-
site for thinking. 

British philosopher and mathematician 
Bertrand Russell answered the question 
with a flat yes, asserting that language’s 
very purpose is “to make possible thoughts 
which could not exist without it.” But even 
a cursory glance around the natural world 
suggests why Russell may be wrong: No 
words are needed for animals to perform all 
kinds of problem-solving challenges that 
demonstrate high-level cogni-
tion. Chimpanzees can outplay 
humans in a strategy game, and 
New Caledonian Crows make 
their own tools that enable 
them to capture prey.

Still, humans perform cog-
nitive tasks at a level of sophis-

tication not seen in chimps—we can solve 
differential equations or compose majestic 
symphonies. Is language needed in some 
form for these species-specific achieve-
ments? Do we require words or syntax as 
scaffolding to construct the things we 
think about? Or do the brain’s cognitive 
regions devise fully baked thoughts that 
we then convey using words as a medium 
of communication?

Evelina Fedorenko, a neuroscientist who 
studies language at the McGovern Institute 
for Brain Research at the Massachusetts In-
stitute of Technology, has spent many years 
trying to answer these questions. She re-
members being a Harvard University un-

dergraduate in the early 2000s, 
when the language-begets-
thought hypothesis was still 
highly prominent in academia. 
She herself became a believer.

When Fedorenko began her 
research 15  years ago, a time 
when new brain-imaging tech-

niques had become widely available, she 
wanted to evaluate this idea with the req-
uisite rigor. She recently co-authored a 
perspective article in �Nature �that includes 
a summary of her findings over the ensu-
ing years. It makes clear that the jury is no 
longer out; in Fedorenko’s view, language 
and thought are, in fact, distinct entities 
that the brain processes separately. The 
highest levels of  cognition—from novel 
problem-solving to social reasoning—can 
proceed without an assist from words or 
linguistic structures.

Language works a little like telepathy in 
allowing us to communicate our thoughts 
to others and to pass to the next generation 
the knowledge and skills essential for our 
hypersocial species to flourish. But at the 
same time, people with aphasia, who are 
sometimes unable to utter a single word, 
can still engage in an array of  cognitive 
tasks fundamental to thought. Scientific 
American talked to Fedorenko about the 
language-thought divide and the pros-
pects for continuing to explore interac-
tions between thinking and speaking.
�An edited transcript of the interview follows.

How did you decide to ask the question 
of whether language and thought are 
separate entities?
Honestly, I had a very strong intuition that 
language is pretty critical to complex 
thought. In the early 2000s I really was 
drawn to the hypothesis that maybe hu-
mans have some special machinery that is 
especially well suited for computing hierar-
chical structures. And language is a prime 
example of a system based on hierarchical 
structures: words combine into phrases, 
and phrases combine into sentences.

And a lot of complex thought is based 
on hierarchical structures. So I thought, 
‘Well, I’m going to go and find this brain 
region that processes hierarchical struc-
tures of language.’ There had been a few 
claims at the time that some parts of the 
left frontal cortex are that structure.

But a lot of the methods people were us-
ing to examine overlap in the brain between 
language and other domains weren’t that 
great. And so I thought I would do it better. 
And then, as often happens in science, 
things just don’t work the way you imagine 
they might. I searched for evidence for 

Gary Stix, � 
senior editor of mind 
and brain at �Scientific 
American, �edits and 
reports on emerging 
advances that have 
propelled brain science 
to the forefront of the 
biological sciences. 
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such a brain region—and it doesn’t exist.
You find this very clear separation be-

tween brain regions that compute hierar-
chical structures in language and brain re-
gions that help you do the same kind of 
thing in math or music. A lot of  science 
starts out with some hypotheses that are of-
ten based on intuitions or on prior beliefs.

My original training was in the [tradi-
tion of linguist Noam Chomsky], where the 
dogma has always been that we use lan-
guage for thinking: to think is why language 
evolved in our species. This is the expecta-
tion I had from that training. But you just 
learn, when you do science, that most of the 
time you’re wrong—and that’s great be-
cause we learn how things work in reality.

What evidence did you find that thought 
and language are separate systems?
The evidence comes from two disparate 
methods. One is basically a very old method 
that scientists have been using for centuries: 
looking at deficits in different abilities—for 
instance, in people with brain damage.

Using this approach, we can look at in-
dividuals who have impairments in lan-
guage—some form of aphasia. Aphasia has 
been studied as a condition for centuries. 
For the question of how language relates to 
systems of thought, the most informative 
cases are cases of severe impairments, so-
called global aphasia, where individuals 
basically lose completely their ability to un-
derstand and produce language as a result 
of massive damage to the left hemisphere of 
the brain. You can ask whether people who 
have these severe language impairments 
can perform tasks that require thinking. 
You can ask them to solve some math prob-
lems or to perform a social reasoning test, 
and all the instructions, of course, have to 
be nonverbal because they can’t under-
stand linguistic information anymore. 

Scientists have a lot of experience work-
ing with populations that don’t have lan-
guage—studying preverbal infants or 
studying nonhuman animal species. It’s 
definitely possible to convey instructions in 
a way that’s nonverbal. And the key finding 
from this line of work is that there are peo-
ple with severe language impairments who 
nonetheless seem totally fine on all cogni-
tive tasks that we’ve tested them on so far.

There are individuals who have now 

been tested on many, many kinds of tasks, 
including ones that involve what you may 
call thinking, such as solving math prob-
lems or logic puzzles or reasoning about 
what somebody else believes or reasoning 
about the physical world. So that’s one big 
chunk of evidence from these populations 
of people with aphasia.

What is the other method?
A nicely complementary approach, which 
started in the 1980s and 1990s, is a brain-
imaging approach. We can measure blood 
flow changes when people engage in differ-
ent tasks and ask questions about whether 
the two systems are distinct or overlap
ping—for example, whether your language 
regions overlap with regions that help you 
solve math problems. These brain-imaging 
tools are very good for these questions. But 
before I could ask these questions, I needed 
a way to robustly and reliably identify lan-
guage areas in individual brains, so I spent 
the first bunch of years of my career devel-
oping tools to do this.

And once we have a way of finding these 
language regions, and we know that these 
are the regions that, when damaged in adult-
hood, lead to conditions such as aphasia, we 
can then ask whether these language regions 
are active when people engage in various 
thinking tasks. So, you can come into the lab, 
and I can put you in the scanner and find 
your language regions by asking you to per-
form a short task that takes a few minutes—
then I can ask you to do some logic puzzles or 
sudoku or some complex working memory 
tasks or planning and decision-making. 
And I can ask whether the regions that we 
know process language are working when 
you’re engaging in these other kinds of tasks. 
There are now dozens of studies we’ve done 
that look at all kinds of nonlinguistic inputs 
and tasks, including many thinking tasks. 
We find time and again that the language re-
gions are basically silent when people en-
gage in these thinking activities.

So, what �is �the role of language,  
if not for thinking?
What I’m doing right now is sharing some 
knowledge that I have that you may have 
only had a partial version of—and once I 
transmit it to you through language, you 
can update your knowledge and have that 

in your mind as well. It’s basically like a 
shortcut for telepathy. We can’t read each 
other’s minds. But we can use this tool 
called language, which is a flexible way to 
communicate our inner states, to transmit 
information to each other.

And in fact, most of the things that you 
probably learned about the world, you 
learned through language and not through 
direct experience with the world. You can 
easily imagine how it would confer evolu-
tionary advantages: by facilitating cooper-
ative activities, transmitting knowledge 
about how to build tools and conveying so-
cial knowledge. As people started living in 
larger groups, it became more important to 
keep track of various social relationships. 
Also, it’s very hard to transmit knowledge 
to future generations, and language allows 
us to do that very effectively.

In line with the idea that we have lan-
guage to communicate, there is accumulat-
ing evidence from the past few decades 
that shows that various properties that hu-
man languages have—there are about 
7,000 of them spoken and signed across 
the world—are optimized for efficiently 
transmitting information, making things 
easy to perceive, easy to understand, easy 
to produce and easy to learn for kids.

Is language what makes humans special?
We know from brain evolution that many 
parts of the cortical sheet [the outer layer of 
the brain] expanded a lot in humans. These 
parts of the brain contain several distinct 
functional systems. Language is one of 
them. But there’s also a system that allows 
us to reason about other minds. There’s a 
system that supports novel problem-solv-
ing. There’s a system that allows us to inte-
grate information across extended contexts 
in time—for example, chaining a few 
events together. It’s most likely that what 
makes us human is not one “golden ticket,” 
as some call it. It’s not one thing that hap-
pened; it’s more likely that a whole bunch of 
systems got more sophisticated, taking up 
larger chunks of cortex and allowing for 
more complex thoughts and behaviors.

Do the language and thinking systems 
interact with each other?
There aren’t great tools in neuroscience to 
study intersystem interactions between 
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The Darkest 
Place in the 
Milky Way 
What looks like a hole  
in space is actually dust  
BY PHIL PLAIT 

R
IGHT NOW, �people who love look-
ing at the wonders of the heavens 
have it better than ever. Every day 
brings some new jaw-dropping 
snapshot from at least one of the 

myriad observatories now operating on 
the ground or in space, each offering a new 
view of alien worlds, exploding stars, col-
liding galaxies or any number of other as-
trophysical phenomena. Most of  these 
images are paeans to cosmic forces and 
inconceivable scales that carve stunning 
beauty from epic violence.

But not everything in our galaxy (or be-
yond) is the outcome of such ostentatious 
chaos. Some of the most visually captivat-
ing celestial objects are quiet, steady, even 
calm—and so dark that they not only emit 
no visible light but actually absorb it, cre-
ating a blackness so profound they seem to 
be a notch cut out in space.

These shadowy expanses have many 
sobriquets—dark nebulae, dust clouds, 
knots—but I prefer to call them Bok glob-
ules, a  name they received in honor of 
Dutch American astronomer Bart Bok, 
who studied them.

A Bok globule is a small, dense clump 
of cosmic dust; millions of them are scat-
tered around our galaxy. They are cold 
and opaque to visible light, so much so 
that until quite recently the only way to 
see them was in silhouette against 
brighter background material. Though 
not as splashy as their star-factory cous-
ins, such as the Orion Nebula, 
Bok globules can still make 
stars, albeit in a more artisanal 
way: they make one or a few at 
a time that are largely hidden 
from our prying eyes in the 
dust’s abyssal depths.

Of all the dark globules we can see with 
our telescopes, my favorite beyond a doubt 
is Barnard 68, colloquially called B68. Lo-
cated about 500 light-years from Earth, 
it’s a vaguely comma-shaped and coal-
black cloud a mere half-light-year wide, 
spanning some five trillion kilometers. We 
see it easily because it’s in the constellation 
Ophiuchus, with the star-packed center of 
our Milky Way galaxy as its backdrop. B68 
appears to us as negative space, an �absence 
�of stars.

Why is it so dark? Although mostly 
made of hydrogen gas (like pretty much 
everything else in our galaxy), B68 also 
has an abundance of carbon. Some of this 
element is locked up in small molecules 
such as carbon monoxide, but much of the 
rest instead resides in long, complex mol-
ecules that make up what astronomers ge-
nerically call dust. One distinguishing (or 
�extinguishing�) characteristic of dust is its 
capacity to block visible light.

And dust clouds can be dark indeed. In 
the case of  B68, any star located on the 
other side from us will have its light di-
minished by a factor of �15 trillion�. To put 
this in perspective, dimming the sun in 
our sky by this much would reduce it to a 
fourth-magnitude star difficult to spot in 
even mildly light-polluted skies. If  you 
were on one side of B68 and the sun on the 
other, the sun’s light would be so attenu-
ated across that half-light-year that �it 
would become invisible to the naked eye. 

Such extreme darkness makes B68—
and Bok globules more generally—subject 
to continual mistaken identity. Some 
years ago astronomers discovered the ex-
istence of  huge volumes of  space largely 
bereft of galaxies; these are called cosmic 
voids and can be many millions of  light-
years across. Alas, I’ve seen quite a few 
breathless videos and articles about them 
illustrated with an image of B68. It’s irri-
tating to me as an astronomer to see this 
mistake because these are very different 
objects, but it’s also rather amusing be-

cause the actual voids being 
discussed are millions of times 
larger than our friendly nearby 
Bok globule.

B68’s prodigious ability to 
absorb light relies on a surpris-
ingly modest amount of dust. 

Phil Plait  
�is a professional 
astronomer and science 
communicator in Virginia. 
He writes the �Bad 
Astronomy Newsletter. 
�Follow him on Beehiiv. 

language and thought. But there are inter-
esting new opportunities that are opening 
up with advances in AI where we now have 
a model system to study language, which is 
in the form of these large language models 
such as GPT-2 and its successors. These 
models do language very well, producing 
perfectly grammatical and meaningful 
sentences. They’re not so good at thinking, 
which is nicely aligning with the idea that 
the language system by itself  is not what 
makes you think.

But we and many other groups are doing 
work in which we take some version of an 
artificial neural network language model as 
a model of  the human language system. 
And then we try to connect it to some sys-
tem that is more like what we think human 
systems of thought look like—for example, 
a symbolic problem-solving system such as 
a math app. With these AI tools, we can at 
least ask, “What are the ways in which a 
system of thought, a system of reasoning, 
can interact with a system that stores and 
uses linguistic representations?”

What do large language models do  
to help us understand the neuroscience 
of how language works?
They’re basically the first model organism 
for researchers studying the neuroscience 
of language. They are not a biological or-
ganism, but until these models came 
about, we just didn’t have anything other 
than the human brain that does language. 
And so what’s happening is incredibly ex-
citing. You can do stuff on models that you 
can’t do on actual biological systems that 
you’re trying to understand. There are 
many, many questions that we can now ask 
that had been totally out of reach: for ex-
ample, questions about development.

In humans, of course, you cannot ma-
nipulate linguistic input that children get. 
You cannot deprive kids of  language, or 
restrict their input in some way, and see 
how they develop. But you can build these 
models that are trained on only particular 
kinds of linguistic input or are trained on 
speech inputs as opposed to textual in-
puts. And then you can see whether mod-
els trained in particular ways better reca-
pitulate what we see in humans with re-
spect to their linguistic behavior or brain 
responses to language.  

THE UNIVERSE  
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Even in its center, where it’s densest, B68 
has less than a million particles of matter 
per cubic centimeter. That may sound like 
a lot, but here on Earth it would rate as a 
laboratory-grade vacuum—at sea level 
our planet’s atmosphere packs about 1019 
molecules per cubic centimeter, making 
the air you breathe some �10 trillion times 
�denser than B68 at its best.

Despite its all-encompassing darkness, 
we can discern B68’s density because, like 
any cloud, it becomes more tenuous to-
ward its outskirts. This creates an inter-
esting situation: from our viewpoint, we 
can see some background stars through 
the relatively thinner material at its edges, 
but the closer we view to the center, the 
more that light is absorbed. Stars appear 
bright at the cloud’s perimeter but grow 
progressively dimmer as we look closer to 
the center. Because dust tends to absorb 
bluer light better than rays of red, which 
can pass through more easily, such stars 
don’t just fade; they also redden. And in-
frared light traverses B68 more easily yet,  
so telescopes tuned to those wavelengths 
can see even more stars. Astronomers can 
use that reddening and dimming to mea-
sure how much dust is inside the cloud.

Using other techniques, they can also 
measure B68’s temperature. Bok globules 
are terribly cold, and B68 is no exception, 
registering a bone-chilling –256 degrees 
Celsius at its edges that drops to only –265 
degrees C at its center. This is barely above 
absolute zero!

Yet that whisper of warmth is enough 
to support the globule against its own 
gravity. B68 is not terribly massive, con-
taining only about three to four times the 
mass of  the sun, but that’s still typically 
more than enough to cause a gravitational 
collapse. The meager amount of internal 
heat keeps B68 inflated much like a hot air 
balloon, however (or, more accurately, a 
bitterly cold, near-vacuum balloon).

But this fragile impasse can’t last for-
ever. Careful observations of  B68 show 
what seem to be two distinct “cores” of 

higher-density material, one near its cen-
ter and another in the stubby “tail” near its 
southeastern edge (�seen at lower left in pho-
tograph�). Radio-wave observations sug-
gest this tail was once a separate, smaller 
cloud that is now merging with B68, up-
setting the delicate balance of gravity in-
side the cloud. Consequently, B68 may 
now be collapsing, which means this dark 
cloud may literally have a bright future 
ahead: it will form a star.

As the material collapses in on itself, 
the density in the center would increase 
and the temperature with it. This would 
continue for hundreds of  thousands of 
years until, at the cloud’s core, a star is 
born (perhaps more than one, given 
there’s enough material in B68 to form a 
couple of sun-like stars). If that happens, 
almost all the matter remaining in the 
cloud will be blown away by the light of the 
newborn star or stars—all, that is, save 

perhaps for a meager fraction caught in the 
star’s gravitational clutches, which could 
condense and collapse in turn to create a 
disk of material destined to form planets.

And who knows? In some few billion 
years more, perhaps life and eventually in-
telligence might arise on some of  those 
worlds, so that one day in the far future 
alien astronomers will peer out and won-
der about the universe they see, a vista 
they could not possibly have glimpsed 
through B68’s youthful, starlight-de
vouring haze. Perhaps Earth and the sun 
will be long gone by then, and the galaxy 
will have transformed into a very different 
place. But even so, there’s comfort to be 
found in such an end, knowing that once 
upon a time we began in much the same 
way; our sun was born in a huge, dust-
darkened nebula that eventually lit up 
with thousands of  other stars, a stellar 
nursery that, like its cosmic children, has 
long since dispersed.

Everything in the universe is ephem-
eral and much of it cyclical. We are privi-
leged to be able to observe what we can 
now, even if what we see is something that 
is very difficult to see at all. 

Barnard 68 (B68) is a dark 
and dusty nebula some 
500 light-years from Earth.

Any star located on the other side  
will have its light diminished by a factor 
of �15 trillion. E
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Are You  
a Good Judge 
of Knot 
Strength? 
Most people aren’t  
TEXT BY CLARA MOSKOWITZ  

GRAPHIC BY JEN CHRISTIANSEN 

H
UMANS ARE PRETTY GOOD �at guess-
ing whether a towering stack of dishes 
in the sink will topple over or where a 
pool ball will go when a cue hits it. We 
evolved this kind of physical reason-

ing to navigate our changing and sometimes 
dangerous environments. But a new study high-
lights one area of intuitive physics that’s decep-
tively difficult: judging how strong a knot is.

Take a look at these four knots, which may 
look similar but are all distinct. Which knot 
would be hardest to undo if  you pulled on the 
two long ends of its ropes? Rank them in order 
from weakest to strongest. A B

 
KNOT BASICS

The fact that people are bad at 
evaluating knot strength is surprising 

because we encounter them in many situa-
tions—from tangled electronic cords to  

hair braids, knitting stitches to medical suture 
ties, rock climbing to sailing. “Tying a knot proper-

ly can spell the difference between safety and 
peril,” Croom says. The four shown here are 

among the simplest knots that can be 
tied with two lengths of string, 

and they are prevalent 
in daily life. 

Bitter end

Bitter end
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These four knots can be grouped into two 
pairs of similar configurations: the “thief ” (A) 
and “reef ” (B) knots, and the “granny” (C) and 
“grief ” (D) knots. In both pairs, one knot is 
vastly stronger than the other. The correct 
weak-to-strong ranking is grief, thief, granny 
and reef (D, A, C, B). 

If you’re surprised, you’re in good company. 
Researchers recently asked volunteers to look 
at photographs of these knots and decide which 
would take more force to undo. The partici-
pants consistently misjudged the strength of 
the ties by wide margins, Johns Hopkins Uni-
versity brain science researchers Chaz Fire
stone and Sholei Croom report in the journal 
�Open Mind. 

“Reef and thief  knots were rated as simi-
larly strong because they’re visually similar, but 
the position of the bitter ends”—the shorter, 
cut-off  ends in each knot—“is really signifi-
cant,” Croom says. “A knot with two bitter ends 
on opposite sides is a lot weaker than if the two 
sides are the same. The grief knot, aptly named, 
is so weak you could sneeze on it and it would 
fall apart.” 

C D

PHYSICAL 
REASONING

Studying areas where our physical 
intuition fails helps scientists better 

understand how our brains perceive the 
world around us. “Knots might be an interesting 
case study on constraints around our physical 

reasoning,” Croom says. “Is it something to do with 
elasticity? Is it the fact that it’s a soft-body object 

rather than a rigid-body object?” Figuring out 
why tangles are so tricky could help scientists 

predict when people’s snap judgments 
about a physical situation are likely 

to be wrong, leading to 
unsafe reactions.
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50, 100 & 150 Years 

CHEMICAL WARFARE  
ILL DEFINED

1975 “Biological weapons 
have been negotiat-

ed out of the arsenals of most 
of the world’s major military 
powers, and poison gas may be 
on the way out. In January the 
U.S. acceded to the Geneva 
Protocol of 1925, banning any 
first use of gas and bacterio-
logical weapons, and to the Bi-
ological Weapons Convention 
of 1972. This month the Confer-
ence of the Committee on Dis-
armament is scheduled to meet 
in Geneva to take up proposed 
treaties that would move the 
world toward actual chemical 
disarmament. That will involve 
troubled issues of verification 
and inspection, however, and 
a major difference in definition: 
the U.S., unlike the rest of the 
world, has held that riot control 
gases and herbicides—both of 
which the U.S. deployed in the 
Vietnam war—are not agents 
of chemical warfare.”

TOKAMAK FUSION BY 1980
“The Ford Administration has 
decided to include in the Fed-
eral budget for fiscal year 1976 
a request for some $7.5 million 
to start work on a major new 
fusion-power test facility at 
Princeton University. If the 
funds are approved, detailed 
design of the proposed instal-
lation could begin almost im-
mediately, with component 
fabrication and site construc-
tion scheduled to get underway 
late next year. The machine 

would be a plasma-confine-
ment system known generically 
as a tokamak. Assuming that 
everything goes according to 
plan, the experimental fusion 
reactor, the first U.S. system 
of its kind that is expected to 
reach the ‘breakeven’ thresh-
old for net power output, would 
be finished and ready for  
operation by 1980, at a project-
ed cost of approximately 
$215 million.” 
��The Tokamak Fusion Test Reactor began 
operation in 1982. It produced signifi-
cant energy output but never reached 
breakeven. It was shut down in 1997. 

THE END OF FIRE

1925 “Great changes in 
human affairs take 

place inconspicuously. The 
substitution of iron for bronze, 
of the printing press for the 
scribe and of mechanical pow-
er for human labor, occurred 
so gradually that probably peo-
ple hardly appreciated its sig-
nificance. A cultural change is 
now in progress that promises 
to be as profoundly revolution-
ary—the gradual abandonment 
of humans’ most ancient tool: 
fire. The first effective step to-
ward a fireless future was the 
substitution of the electric 
lamp for a flame for illumina-
tion. Next came the electric 
motor in the place of small 
steam engines. The next step, 
and the one in which the elec-
trical industry is at present 
particularly interested, is the 
substitution of electricity for 
fire in producing heat for in-
dustrial purposes.”

POSTAGE INEQUALITY

1875 “The Congress has 
again looked after its 

own interests. By amending the 
postal law, the speeches of 
members and other stuff are to 
be sent free, while the postage 
charged to the public is doubled. 
There is little doubt that this tax 
upon the people is due to lobby-
ing influence of the express 
companies. The express charge 
for the smallest package sent 
from New York to San Francisco 
is 75 cents; the post office car-
ries one weighing a pound for 16 

cents. The measure affects the 
reading public. Three cents post-
age must be paid on �Scientific 
American �and other large papers. 
A person is charged three cents 
to send this paper across the riv-
er from New York to Brooklyn 
but two cents to forward it over 
the ocean to London.” 

SNOWFLAKE HITCHHIKERS
“It is difficult to believe that the 
pure white snowflake, which 
settles noiselessly upon the 
earth, is, after all, a scavenger 
of the atmosphere that absorbs 
into its porous substance the 
myriads of microscopic bodies 
which form atmospheric dust 
near the surface of the earth. 
M. Gaston Tissandier states 
that, in a drop of water obtained 
from a single flake and magni-
fied 500 times, he found pieces 
of coal, cloth fragments, grains 
of starch, sandy matter and an 
immense variety of other sub-
stances, not a fragment of which 
exceeded in diameter three 
ten-thousandths of an inch.”

1975, Color Blindness: �“People with protanopia cannot distinguish between green 
and red or colors in between. Color blocks (�top row�) simulate the appearance of 
lights that they judge as identical. People with deuteranopia also cannot distinguish 
between red, green or colors in between. Color blocks (�middle row�) simulate lights 
they regard as identical. People with anomalous trichromacy can sense red, green 
and blue to match all colors but require unusual proportions (�bottom row�); when 
asked to match a yellow (�center�), they may select a pink (�left�) or a green (�right�).”
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